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Problem

• Forecasting with data scarcity
• Limited data from a target domain
• Abundant data from a source domain

• Domain adaptation:
• Learn a model mainly on the data-rich 

source domain
• Transfer certain knowledge to the data-

scarce target domain by adaptation
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Existing Domain Adaptation
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• Learn domain-invariant features

• Distinctions between domains do 
not affect predictions from features

• Methods:
• Metric-based regularization
• Adversarial training



DA in Forecasting
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• Domain-specific features are 
necessary for domain-dependent 
forecasts

• Domain-invariant features to connect 
both domains
• Query-key matching in Attention

• Domain-specific features are retained 
to make domain-dependent forecasts
• Value combination in Attention



Domain Adaptation Forecaster
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Attention Sharing Strategy
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How it works
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Key observations
• Attention keys are aligned in DAF but not in single-domain Attention Forecaster (AttF)
• More reasonable attention weights in DAF than in AttF
• Better forecasts from DAF
• Attention values stay distinct across domains



Results



Takeaways

1. Knowledge of forecasting can be transferred from data-rich 
domains to data-scarce domains

2. Attention mechanism is suitable for domain adaptation, where 
1. queries/keys can be induced to be invariant across domains;
2. values can stay distinct to make domain-dependent forecasts


