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Introduction

• DNNs are overparameterized, and recent research effort is focused on designing 
sophisticated pruning methods to yield high quality independently trainable sparse 
subnetworks. 

• Under-explored theme: improving training techniques for existing pruned sub-
networks, i.e. sparse training.

• Big question: Can we carefully customize the sparse training techniques to deviate 
from the default dense network training protocols?



Our contribution
A curated and easily adaptable training toolkit (ToST) for training 
ANY sparse mask from scratch: 

• “ghost” skip-connection (injecting additional non-existent 
skip-connections in the sparse masks), 

• “ghost” soft neurons (changing the ReLU neurons into 
smoother activation functions such as Swish or Mish), 

• as well as modifying initialization and labels.



Our Toolkit (ToST)

Ghost Skips (GSk), we introduced gate functions regulated by a 
hyperparameter α, which controls the contribution of GSk during the training.

Ghost Swish (GSw),  we gradually increase the β value 
of GSw, leading to be alike ReLU.

Layer-wise Re-scaled initialization (LRsI): Balance between random re-initialization of sparse subnetworks and directly 
copying the default dense initialization. LRsI keep original initialization of sparse masks intact for each parameter block and just 
re-scaled it by a learned scalar coefficient.

Label Smoothening
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Thank you!


