
Disentangled Federated Learning for Tackling Attributes Skew
via Invariant Aggregation and Diversity Transferring
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Methods
One-stage Optimization -> Alternating Local-global Optimization

   One stage optimization                   Alternating local-global optimization
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Methods
Convergence 

DFL is convergent even if only part of the extractor participates in the 
aggregation, based on the bounded gradient of the local specific branch. 



Methods
Techniques

• Representation Disentanglement

 Local MI minimization  

• Invariant Aggregation

• Diversity Transferring

cross-domain specific extractors

Global MI maximization

local invariant extractor
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Results
Verification

Top-1 test accuracy of verifications on Colored-MNIST, 3Dshapes, dSprites.

Ablation study of DFL in Colored-MNIST



Results

Accuracy and cross-entropy curves as communication increase, and the Accuracy curve as client number increases. 

Loss curves with different client participation and different local epochs, and the accuracy and cross-entropy loss curves.

Verification



Results
Application Top-1 test accuracy of application on DomainNet.

Visualization of DomainNet.
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