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Motivations
• Learn a deep latent space shared by features and labels

– Deterministic
– Unimodal Gaussian
– Gaussian mixture (ours)

• Label correlation modeling
– Pairwise ranking loss
– Covariance matrix
– Graph Neural Nets
– Contrastive loss (ours)
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Background
• Given a dataset of 𝑁 samples  (𝑥, 𝑦)

– 𝑥 is feature
– 𝑦 is binary coding indicating labels
– Goal: find a mapping from 𝑥 to 𝑦
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C-GMVAE

• Contrastive learning boosted Gaussian mixture variational autoencoder
– A Gaussian mixture latent space
– Contrastive learning for feature and label embeddings

• 𝑤!" is the label embedding
• 𝑤!

# is the feature embedding
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C-GMVAE
• Gaussian mixture latent space

– Every label category is mapped to a learnable embedding
– The label set selects the positive latent spaces and forms a Gaussian mixture prior

• Contrastive learning module
– Anchor: feature embedding 𝑤!

"

– Pos/Neg samples: label embeddings 𝑤!
#

– If two label embeddings co-appear often as positive samples, they would implicitly become similar 
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C-GMVAE
• Supervised cross-entropy loss

– 𝐿!" = ∑#$%& 𝑦# log 𝑠 𝑤'
(𝑤#) + 1 − 𝑦# log(1 − 𝑠 𝑤'

(𝑤#) )

• Objective function
• 𝐿 = 𝐿*& + 𝐿+,-./ + 𝛼𝐿!& + 𝛽𝐿!"
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Experiments
• Nine Datasets

– Image: mirflickr, nuswide, scene
– Biology: sider, yeast, eBird
– Text: reuters, bookmarks, delicious

• # samples: 1427 ~ 270k
• # labels: 6 ~ 983

• Metrics
– example-F1, micro-F1, macro-F1, hamming acc, precision@1
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Experiments

• On ex-F1, C-GMVAE improves over ASL by 5.3%, RBCC by 7.7%, MPVAE by 2.5%, and LaMP by 8.8%
• On mi-F1, C-GMVAE improves over ASL by 4.4%, RBCC by 6.7%, MPVAE by 2.4% and LaMP by 6.1%
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Experiments

• On ma-F1, the improvements are as large as 6.1%, 9.4%, 4.1% and 11%
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Interpretability
• C-GMVAE also facilitates the 

model interpretability

• The heatmap matrix clearly forms 
three blocks on the diagonal

– 1st block: water birds living near sea 
or lake

– 2nd block: forest birds
– 3rd block: commonly seen 

residential birds
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Take-aways
• C-GMVAE is a novel method for multi-label prediction

• Combine Gaussian mixture latent space and contrastive learning

• Provide interpretable insights
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Q & A
• Thanks for listening!


