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Backgrounds: Aggregating local information in Graph Neural 
Networks

1. The key idea for GNNs is to aggregate information from local neighborhoods.

2. Deep GNNs, such as JKnet and GCNII also preserve the locality of node 
representations.

3. Subgraph GNNs such as GraphSNN and ShadowGNN utilize the structure 
information of local neighborhoods to enhance the expressive power.
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Open question: Whether the local information is adequately 
aggregated for learning representations of nodes with few 

neighbors?

1. The limited number of neighbors in the local neighborhood restricts the 
expressive power of GNNs and hinders their performance.

2. Stacking graph layers to incorporate more neighbors is not a solution due to over-
smoothing.

3



Backgrounds: Graph data augmentation

1. Topology-level augmentation methods (DropEdge, Gaug, etc.) perturb the 
adjacency matrix.

2. Feature-level augmentation methods (FLAG, etc.) exploit perturbation of node 
attributes guided by adversarial training.
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Motivation

1. Generative model can capture the distribution of the local neighborhood 
information

2. Enrich information in the local neighborhood via our local augmentation to 
generate more features to enhance the expressive power of GNNs.
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Approach

1. Learn the conditional distribution of connected neighbors’ node features given on 
center node’s features via a generative model via conditional variational auto-
encoder (CVAE)
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Approach

2. Exploit the well-learned distribution to generated feature vectors to enhance the 
expressive power of GNNs at the training stage.
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Evaluation Results
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Ablation study
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Case Study

10



Code: https://github.com/SongtaoLiu0823/LAGNN
arXiv: https://arxiv.org/pdf/2109.03856.pdf

Contact: skl5761@psu.edu

Any Questions?

https://github.com/SongtaoLiu0823/LAGNN
https://arxiv.org/pdf/2109.03856.pdf


Thank you!


