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Zeroth-Order 

Optimization 

(ZO)

Single-Point ZO (SZO)

single-point gradient estimator

one function evaluation → online problems

large variance and slow convergence.
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Extremum 

Seeking (ES) 

Control continuous-time dynamics

unknown

only function evaluation is available

“Can we borrow the idea of high-pass and low-
pass filters from ES control to improve SZO?”



“Can we borrow the idea of high-pass and low-pass filters to improve SZO?”

YES!

Our proposed HLF-SZO
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recycled 

from last iteration



Convex Nonconvex

Performance Comparison
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➢ Logistic Regression (d=50, N=1000)

Vanilla SZO <  Residual SZO <  HLF-SZO < Two-Point 



Takeaway

➢ We borrow high-pass and low-pass filters from ES control and develop HLF-SZO method with

✓ smaller variance

➢

✓ faster convergence
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➢ We explore a new direction to improve ZO schemes by leveraging the close connection 

between ZO and continuous-time ES control.
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