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Background
• Machine Learning (ML) often assume data to be identically and 

independently distributed (iid).
• ML agents may encounter new contexts throughout its use.
• Tend to catastrophically forget previously learned knowledge.
• Humans learn from non-iid data streams in widely varying contexts.



Background

• Continual Learning aims to solve this.
• Many methods assume that the data is explicitly divided into tasks 

known both during training and testing.
• There are often no clear transition boundaries between different 

contexts.

Task 1 Task 2 Task 3 Task 1? Task 2? Task 3?



VariGrow: Variational Architecture Growing

• Formulate a Bayesian nonparametric formulation to growing neural 
networks.
• As new contexts are detected, new experts are created, alleviating 

the catastrophic forgetting problem.



• The posterior and variational distribution is decomposed into 
different clusters representing different contexts.

• 𝑞! 𝑧|𝑥 and 𝑞! 𝑤" need to be expressive and flexible.
• We define this nonparametrically, by maintaining a growing mixture 
𝑞! 𝑧|𝑥 of experts 𝑞! 𝑤" .

Methodology: Variational Inference



The Mixing Distribution 𝑞! 𝑧|𝑥

• Instead of using generative models to estimate 𝑞! 𝑥|𝑧 ,
• We define the mixing distribution using an energy-based method.
• This allows us to detect novel contexts without using task labels.



The Mixing Distribution 𝑞! 𝑧|𝑥

• The mixing distribution 𝑞! 𝑧|𝑥 is defined as

• With the Helmholtz free energy 𝜓!# defined by the log-posterior 
predictive distribution:
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The Expert Distribution 𝑞! 𝑤|𝑧

• Define a sparsifying prior for the weights of our experts to keep 
reasonable memory usage:

• Define the variational distribution implicitly:
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Methodology: Overview

• The result is an architecture that grows when novel contexts arrive 
and is sparse according to a prior distribution.



Results
• We perform various experiments on continual learning on CIFAR-100 

and ImageNet.
• Our method achieves competitive accuracy even against methods 

that are explicitly given the task labels.



Results
• Our method can retain knowledge of previous tasks as shown by the 

accuracy it retains.



Results
• Our model can perform well in scenarios where the contexts 

switching is not given
• Observing the novelty scores of our model, we can see that it can 

indeed detect the context switching.



Conclusion
• We developed VariGrow, a variational continual learning method that:
• Automatically detect novel contexts.
• Learn novel concepts while retaining previously knowledge.
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