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Link Prediction

Given: a graph with adjacency 
matrix 𝐀 ∈ 0,1 !×!, raw node 
features 𝐗 ∈ ℝ!×#, and binary 
treatments 𝐓 ∈ 0,1 !×! for 
each node pair.
Learn: low-dimensional node 
representations 𝐙 ∈ ℝ!×$, 
which can be used for the 
prediction of link existences.
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Counterfactual Outcomes to Balance Training Data

• Counterfactual question:
• Would Alice and Adam still be friends 

if they were not living in the same 
neighborhood?
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Counterfactual Outcomes to Balance Training Data

• Counterfactual question:
• Would Alice and Adam still be friends 

if they were not living in the same 
neighborhood?

• Idea: 
• Generate counterfactual links to help 

the model learn better node 
representations for link prediction.
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Counterfactual Links



Tong Zhao 6

Learning from Counterfactual Links

Our proposed CFLP learns from both observed and 
counterfactual link existences.
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Results 1

Consistent improvement against baselines.



Tong Zhao 8

Results 2

Image sources: 
https://ogb.stanford.edu/docs/leader_linkprop/#ogbl-ddi



Tong Zhao 9

Thank you for listening!

• Feel free to email me at 
• tzhao2@nd.edu (school)
• tzhao@snap.com (work)
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