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• Define the perturbation:

• Adversarial training aims to solve the optimization problem:  

Background: Adversarial Training

https://towardsdatascience.com/adversarial-machine-learning-mitigation-adversarial-learning-9ae04133c137



• Labeling scarcity amplified in adversarial robust training
 Sample complexity is significantly higher than standard training

• Prior works explore using unlabeled data to generate robust models
 Combine adversarial training with contrastive learning

Background: Contrastive Adversarial Training

ROCL, Kim et al., 2020ACL, Jiang et al., 2020 AdvCL, Fan et al., 2021



• Existing contrastive AT methods use the empirical robustness metric to 
evaluate the robustness of encoders, an approach that relies on 
attack algorithms, image labels and downstream tasks

Motivation

https://amitness.com/2020/05/self-supervised-learning-nlp

attack algorithms image labels downstream tasks



Background: Supervised Robustness Verification
• Robustness verification means classifiers whose prediction at point 𝑥𝑥 is 

verified to be constant within a neighborhood of 𝑥𝑥, regardless of what 
attack algorithm is applied 



Background: Supervised Robustness Verification
• Robustness verification means classifiers whose prediction at point 𝑥𝑥 is 

verified to be constant within a neighborhood of 𝑥𝑥, regardless of what 
attack algorithm is applied. • Can we design a robustness verification framework for 

contrastive learning that does not require class labels 
and downstream tasks?

• Is there any relationship between the robust radius of 
the CL encoder and that of the downstream task?



RVCL Framework: Verification Problem
• Similar with supervised robustness verification, we define the conditions 

under which the disturbance successfully attacks the encoder.



RVCL Framework: Verification Problem
Supervised Contrastive



RVCL Framework: Metrics
• By defining the robust radius and 

certified radius for contrastive 
learning, we can provide several
robustness metrics similar to the 
supervised situation

Robust radius:

Average certified radius (ACR) for CL:

Robust instance accuracy:

Certified instance accuracy:



RVCL Framework: Theoretical Analysis
• Single positive sample and multiple negative samples:

• Multiple positive samples:



Experiments: Average Certified Radius

(a) ACR for MNIST (b) ACR for CIFAR-10 (c) MNIST Robust Test (d) CIFAR-10 Robust Test

• It is effective to measure the robustness using ACRCL without 
labels and downstream tasks

• ACRCL is larger than ACRLE with the same 𝜖𝜖𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡



Experiments: Anti-disturbance Ability of Images

• The vague image which is difficult to identify the latent class 
has a low ACRCL

• These results verify that ACRCL is able to quantify the anti-
disturbance ability of images

(a) (b) (c) 



Experiments: Tightness of Verification
MNIST：

CIFAR-10：

• A stronger supervised verifier can 
still achieve a tighter certified 
radius in the RVCL framework



Experiments: Sensitive Analysis

• The results illustrate that ACRCL is not sensitive to feature 
dimension and the number of negative samples
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