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Optimal Transport

Not Optimal Optimal



Mini-batch Optimal Transport

The number of 
supports is large?

e.g., millions

Repeated 
computation?

e.g., deep learning

❏ Impossible to store the 
cost matrix       in the 
computational graph

❏ Slow computation of  
OT losses which leads to 
slow training



Mini-batch Optimal Transport

k=2

Need good 
pairs of 
mini-batches



Batch of Mini-batches Optimal Transport

Matching pairs of 
mini-batches with 
optimal transport 
ground cost



Batch of Mini-batches Optimal Transport

Matching pairs of 
mini-batches with 
optimal transport 
ground cost



Training deep networks with BoMb-OT loss

Supports are 
functions of 

parameters of neural 
networks
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Experiments on Deep Domain Adaptation

Adapting classification 
on VISDA dataset

Adapting classification 
on digits datasets



Experiments on Deep Domain Adaptation

Adapting classification on Office-Home datasets

Other applications including deep generative models, color transfer, approximate 
Bayesian computation, gradient flow are in the paper.



Conclusion

❏ Solving an additional optimal transport problem to match mini-batches could 
improve the performance of applications that use mini-batch OT losses.
❏ Three steps algorithm.

❏ Using different types of transportation e.g., unbalanced optimal transport (UOT) 
could improve further the performance.
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