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Motivation

● Adversarial training: It trains classifiers on adversarial examples

○ Defense against seen threats

○ Defense against unseen threats

○ Training complexity

● Adversarial purification: It uses generative models to purify adversarial perturbations

○ Defense against seen threats

○ Defense against unseen threats

○ Training complexity*

2* It assumes we already have pre-trained generative models.

Adversarial training or adversarial purification?

Can we overcome the shortcomings of adversarial purification with a better generative prior?



Motivation
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Diffusion models have emerged as powerful generative models

How should we use a diffusion model as the purification model for adversarial defense?

Guided-Diffusion (Dhariwal & Nichol, 2021)

Drift coefficient Diffusion coefficient

(Song et al., 2021)

https://arxiv.org/search/cs?searchtype=author&query=Dhariwal%2C+P


DiffPure (Diffusion Purification)
It uses the forward and reverse processes of pre-trained diffusion models to 

purify adversarial images
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How to Evaluate DiffPure on Strong Adaptive Attacks?

● Challenge

○ Strong adaptive attacks (e.g. AutoAttack) require 
computing full gradients of DiffPure

○ Naively backpropagating through SDE scales poorly in 
memory

● Our solution

○ Use adjoint method to compute gradient of SDE

○ Convert gradient computation to solving an augmented 
SDE in Eq. (6)
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We use adjoint method to compute full gradients of reverse SDE for adaptive attacks

Implemented in the “TorchSDE” library 
(Li et al., 2020)



Comparison with SOTA in RobustBench Benchmark: CIFAR-10 

AutoAttack Linf (eps=8/255) AutoAttack L2 (eps=0.5)
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DiffPure has absolute improvements of up to +5% in robust accuracy



Comparison with SOTA in RobustBench Benchmark: ImageNet 

AutoAttack Linf (eps=4/255)
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DiffPure has absolute improvements of up to +7% in robust accuracy



Defense Against Unseen Threats: CIFAR-10

AutoAttack Linf (eps=8/255), AutoAttack L2 (eps=0.5) and StAdv (eps=0.05)
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DiffPure has absolute improvements of up to +36% in robust accuracy



Comparison with Other Purification Methods

BPDA+EOT Linf (eps=16/255 for CelebA-HQ, eps=8/255 for CIFAR-10)
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DiffPure has absolute improvements of +15% on CelebA-HQ and +11% on CIFAR-10 in 
robust accuracy



Qualitative Results of DiffPure on CelebA-HQ
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DiffPure removes adversarial perturbations on different attribute classifiers


