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Do multi-modal DNNs attend to all modalities? 

Can we make multi-modal DNNs utilize all 
modalities? 

Does better utilization of all modalities imply 
better generalization?
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Metric 2: Conditional learning speed
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The relative change in accuracy 
between the two models: 
  - one using all modalities,  
  - the other using only one.

the log-ratio between the 
learning speed of  
- the uni-modal branch and  
- the corresponding fusion 

components.
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Greedy learner hypothesis

A multi-modal learning process is greedy when it 
produces models that rely on only one of the available 
modalities. 

The modality that the multi-modal DNN primarily 
relies on is the modality that is the fastest to learn from.

We hypothesize that a multi-modal learning process, 
in which a multi-modal DNN is trained to minimize the 
sum of the modality-specific losses, is greedy.
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• Calibrating modality utilization

• Improving generalization

Results 
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https://github.com/nyukat/greedy_multimodal_learning 
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