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"Exemplar bias" (vs ""rule bias"; EVR):
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"Exemplar bias" (vs ""rule bias"; EVR):
simple or complex decision boundary?
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"Exemplar bias" (vs ""rule bias"; EVR):
simple or complex decision boundary?
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"Exemplar bias" (vs ""rule bias"; EVR):
simple or complex decision boundary?

rule bias:

exemplar bias:

{

1

O
Q|10

1

—

e

4%

—
train

,T‘

O

test


https://arxiv.org/abs/2110.04328

"Exemplar bias" (vs ""rule bias"; EVR):
simple or complex decision boundary?
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"Feature-level bias' (FLB):
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"Feature-level bias' (FLB):
which equally predictive feature?
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More 1n the paper...

We demonstrate that neural networks are feature-
biased and exemplar-based in various settings (2D
points-in-plane, text, image).

We make normative statements about when a model
should be rule-based or exemplar-based
(compositional generalization and long-tailed
distributions, resp.).



More broadly...

We leave it to future work to understand what

components of deep learning systems control feature-
level bias and rule/exemplar bias.

We contribute to ""cognitive science' for ML.
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