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Mixup is a cross-instance data augmentation
method, which linearly interpolates random ; e i
sample pair to generate more synthetic ‘ / |
training data.

Label:(0.5,0.5)

Xpew = AX;j + (1 — A)Xj,
Ynew = )\Yi + (1 - >\)y]', ; Label(0.0)

where (x;,¥;), (xj,y;) are two samples randomly drawn from training data.

Mixup have been empirically and theoretically shown to improve the
generalization and robustness of deep neural networks (H. Zhang et al.,
2017; L. Zhang et al., 2021).

Can we mix up input graph pair to improve graph neural networks?
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Challenges for Graph Mixup

Graph data is different from image data:

Label:(?,7)
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Challenges for Graph Mixup

Graph data is different from image data:

Label:(?,7)

. Label(0.1) ; Label:(0,1)
© Image data is regular (image can @ Graph data is irregular (the
be represented as matrix) number of nodes)

@ Image data is well-aligned (pixel @ Graph data is not well-aligned
to pixel correspondence) (nodes not naturally ordered)

© Graph has divergent topology

© Image data is grid-like data _ _
information

@ Image is in Euclidean space @ Graph is in non-Euclidean space
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Graph Generator: Graphon

The real-world graphs can be regarded as generated from generator (i.e.,
graphon!). For example,

generate ‘

L

generate | g BF

> %

/

Graph generator (i.e., graphon)

The graphons of different graphs are regular, well-aligned, and in
Euclidean space.

We propose to mix up graph generator (i.e., graphon) to achieve the input
graph mixup.

1For ease of exposition, we use step function as grpahon in the following.
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We propose to mixup the generator (i.e., graphon) of graphs, mix up the
graphons of different classes, and then generate synthetic graphs.

| = H
/ 2) graphon 3)graph (e
Wg mixup sampling | ‘9 5

Wi I ={hL,I---,I,} with label (0.5,0.5)
=05+ Wg +0.5Wy

& % 1)graphon
# e | estimation

H = {H.Hy,-  H,} with label (0,1) Wn

The formal mathematical expression are as follows:

(1) Graphon Estimation: G—Wg,H— Wy
(2) Graphon Mixup: Wz =AWg+ (1 - X)Wy
(3) Graph Generation: {I,Is,---, Iy} i G(K,Wrg)
(4) Label Mixup: vz =Ayg+ (1 =Ny
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Implementation

label (1, 0)’

“’* | '_ ' i “?m |

[ g»fg

H = (Hy, Hy, -, Hy} with label (0, 1)

—
™\ 1) graphon] VRN Ve
estimation Wi I={L,I, -, I,} with label (0.5,0.5)
— =0.5%Wg+0.5% Wy
is

Wy

© Graphon Estimation. We use the step function (Lovasz, 2012; Xu
et al., 2021) to approximate graphons. In general, the step function can
be seen as a matrix W = [wy/] € [0, 1]5*K, where W; is the
probability that an edge exists between node i and node j.

@ Synthetic Graphs Generation. Generates an adjacency matrix
A = [a;;] € {0,1}5*E whose element values follow the Bernoulli
distributions (-) determined by the step function.
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Do different classes of graphs have different graphons?

We visualize the estimated graphons on IMDB-BINARY, REDDIT-BINARY,
and IMDB-MULTI.

SN]SR

IMDB-BINARY REDDIT-BINARY IMDB-MULTI

We make the following observations:

@ Real-world graphs of different classes have different graphons.

@ This observation lays a solid foundation for our proposed method.

G-Mixup

11/16



What is G-Mixup doing? A case study

We visualize the generated synthetic graphs on REDDIT-BINARY dataset.

'
| Wy

d from 0+ Wo+ L= W; {¢) graphs generated from 0.5  Wo + 0.5

s 0 and the graphon Wy [b) graphs of class 1 and the graphon I,

Generated Graphs  Original Graphs

We make the following observations:

© The class 0 has one high-degree node while class 1 have two (a)(b).
@ The generated graphs based on

o (1% Wy + 0% Wq) have one high-degree node (c).
o (0% Wy +1%Wi) have two high-degree nodes (d).
o (0.5%xWy+0.5%W7) have a high-degree node and a dense subgraph (e).

© Graphs generated by G-Mixup are the mixture of original graphs.
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Can G-Mixup improve the performance of GNNs?

We use different GNNs for graph classification and report the performance
comparisons of G-Mixup.

Method IMDB-B IMDB-M REDD-B REDD-M5k

Dataset  |IMDB-B IMDB-M REDD-B REDD-M5 REDD-M12 S vanilla 7237 5057 9030 45.07

2 w/ Dropedge 71.75 48.75 88.96 47.43

*#*g" aphs 10200 15300 20200 49599 1119129 %Lw; DroENogde 60.16 4850 8133 46.15

-classes o

#avgnodes | 1977  13.00 42063  508.52 391.41 = a; fﬂ“_l,’\%i':fh ?Igg g?gg gg'gg jg'gg

#avgedges | 9653 6594 497.75 50487  456.89 wi g-Mixupp 7280 5130  90.40 1648
vanilla 7218 4879 7882 4507 46.90 E——

P S vanilla 7168 4775 7840 31.61

O w/ Dropedge | 72.50 49.08 81.25 51.35 47.08 e w/ Dropedge 69.16 49.44 76.00 34.46

O w/ DropNode| 72.00 4858  79.25  49.35 47.93 £ W/ DropNod

£ pNode 7025  46.83  76.68 33.10

w/ Subgraph | 6850 4958 7433 4870 47.49 w/ Subgraph 6050 4600 7606 3165

w/ M-Mixup | 72.83 4950 7575  49.82 46.92 Wi MM 6650 4516 7837 3440

w/ G-Mixup | 72.87 5130 89.81 5151 48.06 wi G-Mwup 7325 5070 78,87 38.42
vanilla 7155 4883 9250  55.19 50.23 E—

Z \,/ Dropedge | 72.20 4883 9200 5510 4077 § vanilla 73.25 4904 84.95 49.32

o] © w/ Dropedge ~ 60.16  49.66  81.37 47.20

w/ DropNode| 7216 4833 9025 5326 49.95 2/ Dropode 7350 4901  85.68 6.8

w/ Subgraph | 68.50 47.25 90.33 54.60 49.67 E w/ Subgraph 70.25 48.18 84.91 49.22

w/ M-Mixup | 70.83  49.88  90.75  54.95 49.81 S\ MMbup 7060 4996 8512 4720

w/ G-Mixup | 7194 50.46 92.90  55.49 50.50 w/ GMius 7393 5020  85.87 50.12

We make the following observation:

@ G-Mixup can improve the performance of GNNs on various datasets.
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Can G-Mixup improve the performance of GNNs?

We present the training/validation/test curves on IMDB-BINARY,
IMDB-MULTI, REDDIT-BINARY and REDDIT-MULTI-5K with GCN.

IMDB-BINARY IMDB-MULTI REDDIT-BINARY REDDIT-MULTI-SK

- +G-mixup_train  — vanilla_train

Cross-entropy Loss
g 5

°
&

We make the following observations:
@ The loss curves of G-Mixup are lower than the vanilla model.

@ G-Mixup can improve the generalization of graph neural networks.
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