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Summary – Main Contributions

A novel quantization method: DGMS 
• The task-optimal latent low-bit sub-distribution guiding the quantization
• Trainable distributions and weights using a self-adaptive and end-to-end fashion

Promising transfer ability of the found sub-distribution 
• Domain-invariant and model-inherent sub-distribution

Remarkable compression and generalization performance
• Negligible accuracy loss for 4-bit model on classification and object detection

An efficient TVM-based deployment flow Q-SIMD for DGMS
• Up to 7.46X speedup on mobile CPUs

2



Motivations – Quantization Problem
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Quantization Target
• Eliminating the representative redundancy 

via shortened bit-width (less memory, I/O)
• Reduce computational cost
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Projection Definition
• Projection:

• :  real-valued FP32 preimage
• :  compressed discrete representation

Quantization Target
• Eliminating the representative redundancy 

via shortened bit-width (less memory, I/O)
• Reduce computational cost



Motivations – Quantization Problem
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• suffers a distributional divergence from 

the preimage

divergence

≠
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Quantization Target
• Eliminating the representative redundancy 
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Motivations – Previous Methods Issues

Full-precision 
DNN

Weight 
Distribution

Quantized DNN

Previous Method

Weight ~ Concrete Prior Distribution

Align weight and 
prior distributions

concrete prior
distribution

Optimization: ELBO

Quantized 
Distribution

Manual

Discontinuous-Mapping
• Rounding operation
• Require fixed configurations (e.g., 

centroids & stepsize) 
• Inaccurate pseudo-gradient with STE
• Ignore global statistical information

Continuous-Mapping
• Adaptive-mapping
• Require concrete prior distribution
• Require non-trivial & non-optimal manual 

configurations (e.g.,       hyperparameters)
• Optimize ELBO target
• Large memory footprint for MCMC 
• Unapplicable to advanced DNN
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Question: Whether there exists a task-optimal latent 
sub-distribution for quantization as the sub-network 
proposed by the “Lottery Ticket Hypothesis”?



Our Method

• Automatic searching
• Model-inherent latent sub-distribution
• Non-manual quantization configs 
• Directly optimize task-objective 
• Task-optimal quantization

Full-precision 
DNN

Weight 
Distribution

Quantized DNN

Search for the optimal 
sub-distribution

Our Method: DGMSPrevious Method

Weight ~ Task-Optimal Sub-distributionWeight ~ Concrete Prior Distribution

Align weight and 
prior distributions

concrete prior
distribution

Optimization: ELBO

model-inherent
sub-distribution

Optimization: Task Objective

Automatic

Quantized 
Distribution

Manual
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Key Idea Comparison

Key idea: The model-inherent sub-distribution serves as 
a distributional bridge and automatically evolves

Definition 1 (Sub-Distribution)
Given the preimage               and quantized 
data              , the sub-distribution       is defined 
as an estimation for        (i.e.,                 where      
denotes approximate equivalence), and under a 
parameter limitation    ,       is approximately 
equivalent to        (i.e.,                          ).

What is sub-distribution?



Experimental Validation
Image Classification & Object Detection
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Experimental Validation
Sub-distribution Evolution & Domain-invariance Study
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Thanks!

Please contact us if you have any questions.
runpei.dong@outlook.com
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