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Multi-Label Classification (MLC)

Traditional supervised 
classification

 Each instance only has one label

Multi-label classification 
(MLC)

 Each instance can have multiple 
labels simultaneously
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Label-Specific Features (LSF)
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Common strategy
 Binary decomposition 
 Classification with the identical representation

Fail to consider each label’s own discriminative properties!

Suboptimal

 Recognizing plane category prefers 
shape-based features

 Recognizing sky category prefers 
color-based features

 …

For example
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Label-Specific Features (LSF)
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Common strategy
 Binary decomposition 
 Classification with the identical representation

Fail to consider each label’s own discriminative properties!

Improved strategy (LSF)
Facilitate the discrimination of each 
class label by tailoring its own features

 LSF - The most pertinent and 
discriminative features for 
each class label

Suboptimal

 Recognizing plane category prefers 
shape-based features

 Recognizing sky category prefers 
color-based features

 …

For example
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Dual Perspective of LSF

Basic idea
 Identify non-informative features for each class label
 Endow classifiers with immutability on these identified features
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Our proposal

Plane
exists?

Variations of color-based features
Immutable
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Expected risk minimizing (ERM) problem

Overview
To achieve

Goal 1: identify non-informative features

Goal 2: endow classifiers with immutability

With
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Perturb non-informative features with random noise

 : a subset of identified non-informative features for the kth

label
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Relaxed ERM problem

Probabilistically Relaxed ER
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Original ERM problem

An intractable subset selection problem is involved!

A discrete stochastic node is involved!

Further relaxed ERM problem

Indicator vector 
of subset 𝑆𝑆𝑘𝑘

Bernoulli gates

Concrete gates
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Constraint on Noise Level
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Expected discrepancy to target noise level

 : distribution of perturbed stochastic features for 
the kth label

 : an instance-agnostic prior distribution

Sufficient perturbation endows classifiers with immutability

Overall objective function
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Information Theory Explanation
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Discrimination process in DELA conforms to the optimal 
information transportation process from 𝒙𝒙 to 𝒚𝒚!

Connection to the information bottleneck
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Experimental Setup
Comparing Approaches

LIFT, LLSF, C2AE, MPVAE, CLIF, PACA 

Evaluation Protocol

Ten-fold cross-validation + Wilcoxon signed-ranks test

Evaluation Metrics

Average precision, Macro-averaging AUC, 

Hamming loss, One-error, Coverage, Ranking loss
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Experimental Setup – Con’t

Data Sets

Ten benchmark multi-label data sets

𝒟𝒟 : #Examples

𝑑𝑑𝑑𝑑𝑑𝑑 𝒟𝒟 : #Features

𝐿𝐿 𝒟𝒟 : #Labels

𝐹𝐹 𝒟𝒟 : Feature type

𝐿𝐿𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶 𝒟𝒟 : Average 

#labels per instance
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Comparative Studies

Summary of the Wilcoxon signed-ranks test for DELA against other 
comparing approaches at 0.05 significance level
(p-values are shown in the brackets)

DELA vs. Others ranks 1st in 92% cases
achieves statistically superior 
performance
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Empirical Running Time

Running time (training/test) of each comparing approach on six 
benchmark data sets

DELA vs. Others comparable in time overhead
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Conclusion
Main Contributions

Future Work

 Propose a dual perspective for label-specific feature 
learning by endowing classifiers with immutability on 
identified label-specific non-informative features

Explore alternative implementations towards the 
promising dual perspective

 Provide justification with information theory 
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Thanks !
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