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Theorem (Sklar): any joint distribution can be 
expressed as a combination of two components:

1. Marginal distribution of each variable

2. Copula: joint distribution on the unit cube

TACTiS is an encoder-decoder model, similar to standard transformers.

Encoder: each point in each time series is a tokenDecoder: a copula-based autoregressive decoder
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State-of-the-art forecasting performance

TACTiS outperforms state-of-the-art models on real-world datasets with hundreds of time series

Transformer-Attentional Copulas for Time Series

Table 1. CRPS-Sum means (± standard errors which are autocorrelation-corrected to account for sequential backtesting using the
Newey-West (1987; 1994) estimator) for the backtesting benchmark, and average rank of each method across datasets (lower is better
for both measures). Best results are in bold.

Model electricity fred-md kdd-cup solar-10min traffic Avg. Rank

Auto-ARIMA 0.077± 0.016 0.043± 0.005 0.625± 0.066 0.994± 0.216 0.222± 0.005 4.7± 0.3
ETS 0.059± 0.011 0.037± 0.010 0.408± 0.030 0.678± 0.097 0.353± 0.011 4.4± 0.3

TempFlow 0.075± 0.024 0.095± 0.004 0.250± 0.010 0.507± 0.034 0.242± 0.020 3.9± 0.2
TimeGrad 0.067± 0.028 0.094± 0.030 0.326± 0.024 0.540± 0.044 0.126± 0.019 3.6± 0.3

GPVar 0.035± 0.011 0.067± 0.008 0.290± 0.005 0.254± 0.028 0.145± 0.010 2.7± 0.2
TACTiS-TT 0.021± 0.005 0.042± 0.009 0.237± 0.013 0.311± 0.061 0.071± 0.008 1.6± 0.2

are trained with all of the preceding data, and their accuracy
is assessed using subsequent data. We then report metrics
aggregated over all timestamps. The hyperparameters of
each method are selected based on the protocol and grids
described in §C.3 and §C.4, respectively.

Metrics We use the CRPS-Sum (Salinas et al., 2019), a mul-
tivariate extension of the univariate Continuous Ranked Prob-
ability Score (CRPS) (Matheson & Winkler, 1976), as our
main evaluation metric (see §C.6 for a detailed presentation).
In short, this metric corresponds to the CRPS of the univariate
series obtained by summing forecasts along the variable axis.
For completeness, we also report results for two additional
metrics in §C.6: the CRPS and the energy score (Gneiting
& Raftery, 2007). Finally, we assess how well each method
does as a general forecasting algorithm, rather than a dataset-
specific one, by measuring the average rank of each method,
w.r.t. all others, over all datasets and retraining timestamps.

Benchmark results The CRPS-Sum results are reported
in Tab. 1. From these, it is clear that TACTiS-TT compares
favourably to the state of the art. It achieves the lowest CRPS-
Sum for 3 out of 5 datasets and outperforms most baselines on
the remaining ones. In fact, TACTiS-TT outperforms all deep-
learning-based methods on fred-md and outperforms all but
GPVar on solar-10min. Furthermore, it achieves the lowest
average rank (1.6), suggesting that, if one had to choose a
method to use without prior knowledge of the data, TACTiS-
TT would be the better option. Hence, these results suggest
that the great flexibility of TACTiS, which we highlight in the
next section, does not seem to undermine its performance.

5.3. Model Flexibility

We now present a series of experiments that emphasize
the flexibility of the TACTiS model, namely its support for
interpolation, unaligned and non-uniformly sampled data,
and its ability to scale to hundreds of time series.

Prediction Beyond Forecasting TACTiS relies on a
Boolean-valued mask to determine which values of a multi-
variate time series must be predicted (see §2.1). This enables
it to support arbitrary prediction tasks, such as forecasting,

Figure 4. TACTiS successfully interpolates missing values (green
shaded region) within a stochastic volatility process. The estimated
posterior distribution of missing values (top) closely matches the
ground truth (bottom).

interpolation, and even combinations thereof. Here, we
demonstrate support for interpolation by showing that
TACTiS can correctly estimate the distribution of a gap in ob-
served values within a stochastic volatility process (Kim et al.,
1998). Specifically, we train TACTiS to estimate the distribu-
tion of missing values centered within a univariate time series
sampled from such a process. We then compare the estimated
joint conditional distribution to the ground truth posterior dis-
tribution of missing values. A typical result, where TACTiS
closely approximates the ground truth, is shown in Fig. 4.
Additional results, as well as a full description of the data
generation and experimental protocols are available in §D.2.

Unaligned and non-uniformly sampled series One partic-
ularity of TACTiS is that it considers each observed data point,
in each time series, as a distinct token over which to perform
self-attention. The model operates on the set of input tokens,
irrespective of their alignment and sampling frequencies,
enabling native support for unaligned and non-uniformly
sampled time series.9 Here, we conduct a simple experiment

9The TACTiS-TT variant does not support this setting (see §4.1).

CRPS-Sum means (± standard errors). Lower is better. Best results in bold. 
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TACTiS is very flexible

Interpolation Unaligned and non-uniformly sampled data
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Thank you!
Please come by our poster!

Code: https://github.com/ServiceNow/TACTiS


