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Background
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large-scale graphs

Small-scale
Cora

2,708 nodes
5,278 edges

Large-scale
Ogbn-products:

2,449,029 nodes
61,859,140 edges

Reference: Geometric deep learning on graphs and manifolds using mixture model CNNs, CVPR 2017
Open Graph Benchmark: Datasets for Machine Learning on Graphs, NeurIPS 2020
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Problem: biased gradient estimation
• Two layer model with parameters 𝒘𝒘. 

• Introduce the random variable 𝜉𝜉, 𝜁𝜁 to denote the sampling procedure,
• For the unbiased features and gradients 

• Unbiased gradients

• The true gradients during the sampling procedure in training steps - biased



Department of Computer Science & Engineering

Methods
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Feature Momentum

where 𝑡𝑡 denotes the training step.

Contribution: 
• GraphFM-IB: apply FM to node-wise sampling method GraphSAGE

• Rigorous convergence analysis
• Less GPU memory consumption

• GraphFM-OB: apply FM to subgraph sampling method GNNAutoScale
• Provide theoretical insight to alleviate the staleness problem of historical 

embeddings

• Consistently performance improvement
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GraphFM-IB
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GraphFM-OB
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Experiments
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Overall Performance
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GraphFM-IB consumption
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Thank you!
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