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Interpretation of Transformers

• Multi-head self attention - Allocate pair-wise attention values between all 
patches

• Transformer Visualization

✓ Use attention values as relevancy scores 

to discover important patches

✓ Average the relevancy scores of multiple 

layers

✘ Each layer focuses on a different patch

✘ A simple Avg. can not properly consider 

the role of each layer

✘ Important signals can be obscured



Interpretable Methods

• Post-hoc / Model-agnostic explanation

• Difficult to achieve both accuracy and interpretability concurrently; heatmap 

generation is expensive; flexible but unreliable 

Sailency-based methods

Activation Maximization

LRP

DeepLIFT

GradCAM

LIME

DeepSHAP

…

[IJCAI19] The Dangers of Post-hoc Interpretability: Unjustified Counterfactual Explanations
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ViT-NeT

• Intrinsic interpretation

- Integrate an interpretable model directly into existing model structures

• Show the overall behavior of the classification model faithfully

• Provide a hierarchical description of the decision-making process

• Achieve both high fine-grained accuracy and Interpretability

“Interpretation by design”
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1) Similarity (𝒫 ⇔ 𝐳)

𝒩 𝐳𝑖 = max
෤𝐳∈patches(𝐳𝑖)

log(( ෤𝐳 − 𝒫𝑖 2
2 + 1)/( ෤𝐳 − 𝒫𝑖 2

2 + 𝜖))

2) Calculate Routing score based on similarity

ℛ𝑖,2×𝑖 𝐳𝑖 = 𝒩 𝐳𝑖 0
1 //The right child node

ℛ𝑖,2×𝑖+1 𝐳𝑖 = 1 − 𝒩 𝐳𝑖 0
1 //The left child node
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• Edge(𝓔𝒊,𝒋)

𝐳𝑗 = ℰ𝑖,𝑗 𝐳𝑖 = CTM(𝐳𝑖)

• Leaf (𝓛𝒊)

𝜌 𝐳𝑖 = ෑ

𝑖,𝑗 ∈𝑝

ℛ𝑖,𝑗 (ℰ𝑖,𝑗(𝐳𝑖))

ℒ 𝐳𝑙 , 𝑥 = LN FC GMP 𝐳𝑙 + FC GAP 𝑓 𝑥; 𝜃

ො𝑦 =෍

𝑙∈𝕃

𝜎 ℒ 𝑧𝑙 , 𝑥 ⋅ 𝜌𝑙(𝐳1)
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Conclusion

• The first proposal of decision-making process interpretation for ViT

• Integrated interpretability directly into the structure of classification models 

to provide intrinsic interpretation

• Provides local interpretation showing the routing of specific input images

• Achieved both high accuracy and interpretability of ViT



Thanks!

eddiesangwonkim@gmail.com

https://github.com/jumpsnack/ViT-NeT


