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• Goal: Data augmentation (DA) for robust ML

• Motivation: Classifiers are brittle to adversarial attacks 

• Key results: 

Mixup GenLabel+
Margin 

Accuracy 
Robustness(A famous DA)
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Preview
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Preliminary: Mixup

Mixup: Convex combination in 

feature & label domain
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Preliminary: Mixup
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: Class 0
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Problem: Label Conflict

x1 = − 1
y1 = 1

x2 = 0
y2 = 0

x3 = + 1
y3 = 1

x



7

: Class 1

: Class 0

x1 = − 1
y1 = 1

x2 = 0
y2 = 0

x3 = + 1
y3 = 1

xmix = 0.5x1 + 0.5x3 = 0
ymix = 0.5y1 + 0.5y3 = 1

Mixing  and  generates (x1, y1) (x3, y3)

Problem: Label Conflict

x

xmix = 0
ymix = 1



8

: Class 1

: Class 0

x1 = − 1
y1 = 1

x2 = 0
y2 = 0

x3 = + 1
y3 = 1

xmix = 0.5x1 + 0.5x3 = 0
ymix = 0.5y1 + 0.5y3 = 1

Mixing  and  generates (x1, y1) (x3, y3)

x

xmix = 0

Our Solution: Re-Label

ymix ≃ 0
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Step 1. Learn Distribution

p1(x) p0(x) p1(x)
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Step 2. Generate Mixup Sample

xmix = 0
ymix = ?
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Step 3. Label Mixup Sample

p1(x) p0(x) p1(x)

xmix = 0

p0(xmix) ≫ p1(xmix)

≃ 0ymix =
p1(xmix)

p0(xmix) + p1(xmix)
⋅ 1
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Step 3. Label Mixup Sample

p0(xmix) ≫ p1(xmix)

≃ 0ymix =
p1(xmix)

p0(xmix) + p1(xmix)
⋅ 1

GenLabel  
(Generative Model-based Labeling)



Key Results: Margin
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Dataset

Decision boundary of  
mixup

Decision boundary of  
mixup+GenLabel

Top-1 label of 

mixup

Top-1 label of 

mixup+GenLabel



Key Results: Accuracy
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GenLabel improves accuracy of mixup up to 8 – 10% 
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* black-box attack, ε = 0.1

GenLabel improves robustness of mixup up to 7 – 10%

Key Results: Robustness
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[Thm] For logistic regression model & FC ReLU networks, 
           Mixup loss  Mixup+GenLabel loss  Adversarial loss ≥ ≥

Key Results: Robustness

(Tighter Upper Bound)
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