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Background
Communication compression for distributed sgd

l Computation overheads
l Top-𝜅 : O(𝜅log!d), inefficient on GPUs.
l Random sparsification (RBGS): O 1 ; ring-allreduce
l large compression error, inferior performance.

Error Feedback
l Add current compression error to the next iteration

l Assumptions 3.1 & 3.2 to bound the compression error



DEF
Detached Error Feedback

l Trade-off when second-moment 
cannot be bounded

l Compute gradient at a different point



Theoretical Results
Trade-off for better convergence 
bounds without bounding second 
moment

l compression error 𝑂(!"
!#!
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Trade-off for better excess risk Extends to iterate averaging (IA)
l IA is a special case of DEF-A with 
compressor 𝐶 Δ = 𝛿Δ
l Excess risk error analysis for IA

l Trade-off for better excess risk of IA 
than SGD



Experiments



Take-aways
A new communication-efficient distributed training method DEF 
without bounding second moment.
First excessive risk analysis for communication-efficient distributed 
training.
Analysis can be extended to iterate averaging.
Empirical test accuracy improvement.
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