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What is the problem (research
area)



Givenagraph G = (V,E) withV ={1,2,--- ;n} and £ CV x V being
the set of agents and the set of edges that connect agents,
respectively. We consider the decentralized algorithm for the
minimization problem over graph G

min f(x) Zf/ = Eeup, Fi(X; §), (1)

where D; denotes the data distribution of the i-th client and Fi(x; &)
is the loss function associated with the training data &.



The algorithm: random walk gradient descent

A token randomly walks over the graph G to sample the data and
updates the parameter.

Random walk gradient descent only involves one edge
communication in each iteration, resulting in @ minimum
communication cost.

Another advantage is that it also applies to the directed graph
setting.



What we do




The adaptive random walk

Motivated by the Adam-type algorithms, we propose the adaptive
random walk algorithm as follows.

Algorithm 1 Adaptive Random Walk Gradient Descent
Require: parametersn > 0,0<6<1,0 >0
Initialization: g° =0, m° =0,v° =0
fork=1,2,...
step 1: agent iy, calculates g* = V f;, (x¥)
step 2: mF = 0m* =1 + (1 — 0)g"
step 3: v* = v~ 4 [g¥]?
step 4: zFT1 = ¥ — pm*/(vF + 01)2
step 5: ! = argmingex || 2F! — wH?kaH)%
step 6: uses random walk to choose a neighbor 75,41
and sends (x*, mF, v*) via edge (i, ipy1) 0 ig 11
end for




The convergence

We investigate the adaptive random walk gradient descent and
establish its theoretical performance bounds in both convex and
nonconvex settings.

In the following, we present the convex one.

Theorem
Let Assumptions 1, 2, 3, 4, and condition
E[|(v* + 8T)? ||y < K, 2)

hold. Assume {x }e>1 IS generated by Algorithm 1. By setting

7= mm{lnl;/f/ , 1}, then

— min

f(w) — O(e), (3)

with K = 6( max { eﬁ[lnm;a(P))]ﬁ , 6% }) .



Advantage i

Due to the boundedness of stochastic gradients {g"}r>0, a = 1/2 can
hold in (2) without any extra assumption.

As the stochastic gradient decay fast (i.e, o < 1/2), adaptive random
walk gradient descent can be faster than the non-adaptive ones.



What about the new algorithm
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Figure 1: Comparison of adaptive and non-adaptive random walk algorithms,
with both sparse (p < 1) and non-sparse gradients (p = 1), for training an
MLP model for MNIST classification. In this experiment, we have ten clients
connected by a ring graph.
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