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Motivation

• Loss Function Study for DG:
• We provide the first study on the significance of supervised loss function choice in DG

• Loss Function Learning for DG:
• We demonstrate the first efficient solution to loss-learning based on meta-gradients computed b the 

Implicit Function Theorem 

Comparison of loss function (from left to right: CE, SCE, FOCAL, ITL (our learned loss function))



Method 

• General idea Loss Function Learning:
• Meta-train: The loss function is learned through the proposed algorithm. 
• Meta-test:  The learned loss function is deployed on the novel DG tasks. 



Loss Function Learning 
• Optimization framework

• Bilevel optimization

• Simulating the source-target pipeline 
• Outer loop: Hold-out (Target) domain with Implicit Gradient 
• Inner loop: Source domain with SGD 

• Loss parameterization
• Flexible enough to include interesting losses
• Simple enough to generalize 



Experiments

• Standard PACS setting with ResNet-18 

• DomainBed with critical different diagram



Loss Analysis

• Convergence Analysis 
• In/Cross distribution Analysis
• Repeatability Analysis 
• Entropy Analysis 
• Loss Landscape Analysis
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