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Motivation -- Backbone of Object Detection

üThe performance of object detection network heavily depends on the feature extraction backbone.

üSOTA detection backbones are designed manually by human experts, migrated from classification.

üSince backbone consumes more than half of the overall inference cost, it is critical to optimize the 

backbone for better speed-accuracy trade-off on different hardware platforms. 
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Motivation -- Two Challenges for Object Detection

üMaximum Entropy Principle can indicate the expressivity of a network.

oRegard a detection network as an information processing system, its expressivity is 

maximized when its entropy achieves maximum under the given inference budgets.

oThe maximum expressivity represents a better feature extractor for object detection.

üTwo challenges to apply the entropy to Traning-free detection NAS.

oHow to estimate the entropy of a deep network?

oHow to efficiently extract deep features for objects of different scales?
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Maximum Entropy Principle -- Expressivity

üContinuous State Space of Deep Networks 

oDeep network 𝐹 ・ : ℝ! → ℝ maps an input image 𝒙 ∈ ℝ! to its label 𝒚 ∈ ℝ. 

o𝑆 = {ℎ 𝑣 , ℎ 𝑒 : ∀𝑣 ∈ 𝒱, 𝑒 ∈ ℰ} defines the continuous state space of the network F . 

o𝐻 𝑆" measures the feature representation power, representing the expressivity.

o𝐻 𝑆# measures the network parameters, representing model complexity.

üGaussian Entropy Upper Bound

o Theorem: For any continuous distribution ℙ(𝑥) of mean 𝜇 and variance 𝜎$, its

differential entropy is maximized when ℙ(𝑥) is a Gaussian distribution 𝒩(𝜇, 𝜎$).
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Maximum Entropy Principle -- Expressivity

üEntropy of Gaussian Distribution

oSuppose x is sampled from Gaussian distribution N (μ, σ2). Then the differential

entropy of x is given by 

𝐻∗ 𝑥 =
1
2
log(2𝜋) +

1
2
+ 𝐻(𝑥) 𝐻(𝑥) ≔ log(σ).

üVanilla Network Search Space

oA vanilla network is stacked by multiple convolutional layers, followed by RELU 

activations with bias set to zero:

𝑥& = 𝜑 ℎ& , ℎ& = 𝑊& ∗ 𝑥&'(, 𝑙 = 1,… , 𝐷.
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Single-scale Entropy for Deep Networks

ü Parameters are initialized by the standard Gaussian distribution.

ü Randomly generate an image input filled with the standard Gaussian noise.

ü Perform forward inference to calculate the Gaussian upper bound entropy of the network.
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Multi-scale Entropy for Object Detection

üMulti-scale features C at different

resolutions for Detection.

üFPN neck fuses C into cross-stage

features P to exchange the Info.

üC5 is more important (up and down).

üWeights α store the multi-scale entropy

prior to balance the expressivity.
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Multi-scale Entropy for Object Detection

üExplore different combinations of α and correlation analysis.

üα = (0, 0, 1, 1, 6) is good enough for the FPN structure. 
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Evolutionary Algorithm for MAE-DET 

üEvolutionary Algorithm
o Small initial network

o Stacked ResNet or MBV2 blocks

o Fixed maximum length

o Coarse2Fine mutation

o Maintain the population
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Experimental Results -- Better ResNet-like Backbones

üBetter than ResNet-series backbone under three common frameworks.
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Experimental Results -- Ablation Study

üSingle-scale model has better performance than ResNet-50 on ImageNet, YOLOF and FCOS.

üSingle-scale model has better performance than Zen-score on YOLOF and FCOS.

üMulti-scale with C-to-F strategy get the best performance on all tasks.
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Experimental Results -- SOTA NAS Methods

üMAE-DET achieves better mAP than DetNAS and SP-NAS while being 50 ∼ 100 times faster in search. 

üMAE-DET requires fewer parameters and has a faster inference speed on V100 when achieving competitive
performance over DetNAS and SpineNet on COCO. 
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Experimental Results -- Transfer to Other Tasks

üWhile transferring to VOC and Cityscapes dataset, MAE-DET achieves better performanc than ResNet-50.

üWhile transferring to COCO instance segmentation, MAE-DET still works well.
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Conclusion

üWe revisit the Maximum Entropy Principle in zero-shot object detection NAS, and deliver superior

performance without bells and whistles.

üUsing less than one GPU day and 2GB memory, MAE-DET achieves competitive performance on 

COCO with at least 50x times faster.

üMAE-DET is the first zero-shot NAS method for object detection with SOTA performance under

multiple detection frameworks. 
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