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Opponent Shaping & LOLA

• LOLA: , where 


• LOLA finds Tit-for-Tat in the Iterated Prisoner’s Dilemma.


• LOLA is inconsistent: it assumes that the opponent is a Naive Learner. 

• LOLA does not find Stable Fixed Points (SFPs).


•  Stable Fixed Points are a popular solution concept.

Δθ1 = − α∇1(L1 (θ1, θ2 + ̂Δθ2 )) ̂Δθ2 = − α∇2L21

1 Foerster et al., 2017



Contributions



Higher-Order LOLA (HOLA) & iLOLA

• HOLAn: 

• iLOLA := 

hn+1
1 := − α∇1(L1 (θ1, θ2 + hn

2))
hn+1

2 := − α∇2(L2 (θ1 + hn
1 , θ2))

where h−1
1 = h−1

2 = 0

if  converges pointwise as HOLAn = (hn
1 , hn

2) n → ∞



Consistency

• Consistency: Any update functions  are 
consistent if they satisfy:


• Proposition: iLOLA is consistent under mutual opponent shaping

f1 : ℝd → ℝd1 and f2 : ℝd → ℝd2

f1 (θ1, θ2) = − α∇1(L1 (θ1, θ2 + f2 (θ1, θ2)))
f2 (θ1, θ2) = − α∇2(L2 (θ1 + f1 (θ1, θ2), θ2))



Competitive Gradient Descent ≠ iLOLA 

The authors of CGD (2019) claim that:


1. the higher-order ``series-expansion [of CGD] 
would recover higher-order LOLA” (page 4)


2. ``LCGD [Linearized CGD] coincides with first-
order LOLA” (page 6)


• Proposition: CGD does not 
coincide with iLOLA 
and does not solve the 
inconsistency problem

1

1 Schäfer et al., 2019



COLA: Consistent Learning with Opponent-Learning Awareness

• Naive Solution to consistency: Iteratively compute higher orders of LOLA until 
convergence.


• May diverge and requires arbitrarily high derivatives: expensive!


• We propose COLA: Learn  and  using neural networksf1 f2

C1 (ϕ1, ϕ2, θ1, θ2) = f1 + α∇1(L1 (θ1, θ2 + f2))
C2 (ϕ1, ϕ2, θ1, θ2) = f2 + α∇2(L2 (θ1 + f1, θ2))



COLA: Theoretical Results

COLA’s solutions 
are not necessarily 
unique

Consistency does 
not imply 
preservation of 
SFPs

COLA is more 
robust than LOLA



Experiments



COLA’s Consistency

• COLA finds consistent update functions even when HOLA diverges. 

• COLA’s updates are similar to iLOLA when HOLA converges.


• COLA tends to find similar solutions over different runs (despite the 
theoretical result)

Table 1: Consistency Loss 
on Tandem

Table 2: Similarity 
Scores on Tandem

Table 3: Self-
Similarity Scores

COLA’s solutions 
are not necessarily 
unique



Tandem Game

• COLA and HOLA converge to similar 
solutions


• CGD converges to a different solution 
than COLA and HOLA8


• COLA does not recover SFP

L1(x, y) = (x + y)2 − 2x

L2(x, y) = (x + y)2 − 2y

Consistency does 
not imply 
preservation of SFPs



Iterated Prisoner’s Dilemma

• COLA finds prosocial solution


• COLA’s policy is similar to Tit-
for-Tat


• CGD does not find prosocial 
solution

CGD does not coincide 
with iLOLA and does not 
solve the inconsistency 
problem



Matching Pennies

• COLA converges robustly 
and fast to a wide range 
of hyperparameter values

COLA is more 
robust than LOLA



Ultimatum Game

• Player 1 has access to 10$


• Option 1: Split money 50/50


• Option 2: Split money 80/20


• Player 2 can accept or decline


• COLA is the only algorithm consistently 
converging to the fair solution

L1 = − (5pfair  + 8 (1 − pfair ) paccept )
L2 = − (5pfair  + 2 (1 − pfair ) paccept )



Conclusion

• Corrected a claim made in prior work


• iLOLA solves part of the consistency 
problem of LOLA


• Even with consistency, opponent 
shaping does not preserve SFPs


• We introduced COLA


• COLA tends to find prosocial solutions



Thank you!


