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Agents should be robust to variations in the environment
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The “Problem Problem”
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Unsupervised Environment Design

We can represent parameterized environments as Underspecified POMDPs (UPOMDPs).
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curriculum?

(
Q): How can we harness the power of
evolution in a principled regret-based
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A: Rather than generate levels from

Scratch, leverage the PLR buffer to produce
new levels by editing existing ones.
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Adversarially Compounding Complexity by Editing Levels, or ACCEL

Algorithm Generation Strategy Generator Obj  Curation Obj Setting

POET (Wang et al., 2019) Evolution Minimax MCC Population-Based
PAIRED (Dennis et al., 2020) Reinforcement Learning Minimax Regret None Single Agent
PLR (Jiang et al., 2021b;a) Random None Minimax Regret Single Agent
ACCEL Random + Evolution None Minimax Regret Single Agent

¥ Es
¥ ¥ ¥

Remark 1. I[fACCEL reaches a Nash equilibrium, then the
student policy is following a minimax regret strategy.




So... Does it Work?
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https://docs.google.com/file/d/1lbpu-pfZKJZwcoWqhnZ63nvT6OysldL8/preview

Walking in Challenging Terrain

Stump Height || Stair Height Stair Steps | Roughness || Pit Gap

Easy Init [0,0.4] [0,0.4] 1 Unif(0.6) [0,0.8]
Edit Size 0.2 0.2 1 Unif(0.6) 0.4
Max Value [5.5] [5,5] 9 10 [10,10]

e i




Base Levels
10k Student Updates

mencfiliied.) o S < b S

20k Student Updates

30k Student Updates




Stairs ~— PAIRED = Minimax = ALP-GMM DR PLR ACCEL

— BipedalWalkerHardcore —_— Stairs — PitGap
= p =
; o
PitGap s 300, Stump 300, ROughness
-
0+ — : 0L x ]
0 30000 0 30000 0 30000
Student PPO Updates
Stump
IQM Optimality Gap
. ‘ : : : ‘ ACCEL - .
PLR i 1
DR " L 4
ALP-GMM R o
Minimax 1 i
Roughness PAIRED mm B

0.00 0.25 0.50 0.75 0.50 0.75 1.00

) Min-Max Normalized Score
M 14



T ACCEL

T PLR

‘jn: ALP-GMM
Domain

T Randomization

Run Reset

Show Follow

Show Foliow

Show Follow
@ ©

Show Foliow

Show all seeds

Roughness 3
@O
Stump height 1- 3
o—=
Pitgap3-5

Stairsteps 3-5

accelagent.github.io

15



Percent

Reaching the Complexity of POET

Table 1. Environment encoding thresholds.
Stump Height (High) Pit Gap (High) Ground Roughness
594 > 6 > 4.5
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Summary

ACCEL is a new UED algorithm, capable of producing agents that can:

1. Produce and solve complex levels.
2. Transfer to challenging human-designed environments.
3. Maintain strong performance on a diverse range of challenges
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