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Neural Networks + Factor Graphs = 

Undirected Neural Networks

Outputs are:

not computed by evaluating a composition of functions in a given order, but 
obtained implicitly by minimizing an energy function which factors over a graph.
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For specific choices of Ψ

minimization wrt every variable 

can be done in closed form 

given the others.
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Example: MLP

(For k iterations.)
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The unrolled computation ~ FFNN with skip connections and shared weights.
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We can train the parameters effectively using standard gradient methods.
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➔ Undirected, "auto-encoding" kind of 
attention mechanism
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