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Model
Developer

• @ Google, Meta, Apple, Nvidia, …
• Training across millions of clients

Federated Learning (FL) in Practice
Efforts for FL Challenges[1]

[1] A Systematic Literature Review on Federated Machine Learning: From A Software Engineering Perspective. ACM Computing Surveys, 2022.
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Federated Learning in Existing Benchmarks

• Few realistic datasets
• Synthesized data (e.g., CIFAR) 

• Missing system details
• Hard to evaluate MLSys optimization

• Suboptimal scalability
• Hard to reproduce practical FL scale  
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Existing benchmarks can hardly 
reproduce realistic FL behaviors 

for today’s evaluations
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FedScale as a Comprehensive Benchmark

FedScale Backends
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FedScale as a Comprehensive Benchmark
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• > 20 realistic datasets
• For CV, NLP, …
• Small/Medium/Large scales

Some FedScale Datasets

Realistic Client Datasets
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Heterogeneous computation/
communication speed

Millions of Client System Traces



9

Heterogeneous computation/
communication speed

Dynamics of client availability
in the wild

Millions of Client System Traces
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FedScale supports orders-of-magnitude more 
clients on the same underlying cluster

Scalable & Extensible Runtime
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FedScale supports orders-of-magnitude more 
clients on the same underlying cluster

Scalable & Extensible Runtime

Implementing new FL designs only takes 
a few lines of code



FL Benchmark & Platform:
• 20+ realistic datasets
• 70+ models
• Up to O(10k) clients/round
• Sync/Async training mode
• Easy extension
• On-device deployment
• Practical FL runtime

FedScale.ai
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