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Reward hypothesis

> “All of what we mean by goals and purposes can be
well thought of as the maximisation of the expected
value of the cumulative sum of a received scalar

signal (called reward)”
(Sutton & Barto, 2020)

i.e. all tasks can be defined as a scalar function to maximise



RL often leads to unforeseen behaviors

From OpenAl:



https://openai.com/blog/faulty-reward-functions/
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The problem

The more complex the task becomes, the more components
need to be incorporated in the reward function

R(s,a)=A+B+c+D+k



Experimental Setup: Arena env
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Lagrangian methods

> Popular method to solve constrained optimisation problems

max min L£(m, \)
T >0
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Lagrangian methods

> Can be solved with gradient-based optimisation

Policy Ve L(m,A) = VaJp(7),

update: K
L(s,a) = R(s,a) — Z A Cr (s, a)
k=1

Multipli
uptzla:tpe:ers Va L(m, A) = —=(Jo, (m) — di)



Proposed approach

> Use a special family of CMDPs to ease the behavior specification task
> Use modified Lagrangian method to handle the many constraints case

In particular:

1. Ck as indicator cost functions
2.  Normalized multipliers
3. Bootstrap constraint
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This design choice allows us to easily specify the corresponding thresholds: CZk e [()7 1]



Proposed approach

2. Normalized multipliers
exp(zk)
K
exp(ao) + > k-1 exp(z)

Ak = o k=1,....K
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Proposed approach

2. Normalized multipliers

= eXp(2k) Ck=1,... K

exp(ao) + Pji—; exp(zi)

max min L(m,\)
7'(' Zl:KZO

K
L(m, ) = AoJr(m) = Y M(Joy (m) — di)
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Proposed approach

3. Bootstrap constraint

Idea: Granting to our reward function the same powers our constraints have

But: Want to preserve a maximisation problem



Proposed approach

3. Bootstrap constraint

Idea: Granting to our reward function the same powers our constraints have

F—> success condition
(sparse)

R=S5+s
\ shaping reward

(dense)

But: Want to preserve a maximisation problem

, e}
1. We add a success constraint SK—I—l

2.  We lend its multiplier )\K—I—l to the main reward function R when constraints

are unsatisfied, and use )\O otherwise

5\0 — maw()\o, )\K+1)



Experimental Setup: Arena env
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Results: single constraint case
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Results: SAC-Unconstrained
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Results: SAC-Unconstrained
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Results: SAC-Unconstrained

Not Looking at Marker Not on Ground in Lava above Speed Limit under Energy Limit has Reached Goal
behavior rate behavior rate behavior rate behavior rate behavior rate behavior rate Multipliers Average Return
0.8 i) [ i 1.00 0.60 ‘ 0
0.6 0.3} 0.75 0.45 5,
(a) 0.4 020 ol 5%, | Not in [ist No Lagn_ange‘ s
of constraints multipliers |
0.2 0.15- 0.11 0.25 0.15¢ 5-

00 0.00- ] O R R R T ) TN S KPR R

0. | ! ! | | {
00 25 50 75 100 00 25 50 7.5 100 00 25 50 75 100 00 25 50 75 100 00 25 50 75 100 00 25 50 75 100

0,00 - - .0

Not in list

0.0 25 5.0 75 10.0 0.0 25 5.0 7.5 10.0

(b)

0.8 0.60 1.00 5
0.8
0.6- 0.45 0.75 15
0.6-
C 0.4- 0.30 0.50 1.0
0.4-
0.2- 0.15 0.5
AL W Y W VI T 2 02
0.0- e i b sttt ombntnts . 0,00 o001 . 0.0-
00 25 50 7.5 100 00 25 50 75 100 00 25 50 7.5 100 00 25 50 75 100 00 25 50 7.5 100 00 25 50 75 100 0.0 75 100 00 25 50 75 100

2.5 5.0
Environment steps (M) Environment steps (M) Environment steps (M) Environment steps (M) Environment steps (M) Environment steps (M) Environment steps (M) Environment steps (M)

(a): SAC (unconstrained)
(b): SAC-Lagrangian
(c): SAC-Lagrangian + Bootstrap constraint



Results: SAC-Unconstrained

Not Looking at Marker

behavior rate
0.8

0.6-

Not on Ground in Lava above Speed Limit under Energy Limit
behavior rate behavior rate behavior rate behavior rate

5 1.00 0.60

0.3 0.75 0.45

0.2 0.50 0.30+

0.1 0.25 0.15¢

0.0 F—_—_———_——_—_— 0,00 = ————

10.0

00 o

00 25 50 75 100 00 25 50 75 100 00 25 50 75

has Reached Goal
behavior rate

Not in list
of constraints

Multipliers

No Lagrange
~multipliers |

Average Return

00 25 50 75 100

0.8 04 0.60
0.6 03 0.75 0.45
b 0.4 0.2} 050 0.30 Not in list
of constraints
0.2- 0.14 0.25 015+ l ﬂ I
0.0- o0 ] T 0,00 -t ot mn . 0.00 ' ' ] '
00 25 50 75 100 00 25 50 75 100 00 25 50 75 100
1
0.8 0.60 -00 20-
0.8
0.6- 0451 75- TEs
0.6-
C 0.4- 0.30+ 50 1.0
0.4-
0.2- 0.15+ 0.5-
AL W Y W VI T 2 02
0.0- e i b sttt ombntnts . 0,00 00 . 0.0-
00 25 50 7.5 100 00 25 50 75 100 00 25 50 7.5 100 00 25 50 75 100 00 25 50 7.5 100 00 25 50 75 100 00 25 50 75 10 00 25 50 75 100

Environment steps (M)

Environment steps (M)

Environment steps (M) Environment steps (M) Environment steps (M)

(a): SAC (unconstrained)
(b): SAC-Lagrangian
(c): SAC-Lagrangian + Bootstrap constraint

Environment steps (M)

Environment steps (M

Environment steps (M)




Experimental Setup: OpenWorld env
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Conclusion

1. RL often produces unforeseen behaviors

2. Reward engineering does not scale well with the task complexity

3. A special case of CMDPs offers a viable solution
to behavior specification



Thank you!



