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Why Graphs ?
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◼ Graph-based representations are powerful tools to represent 

structure data that is described with pairwise relationships 

between components.

Graphs are Everywhere
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Challenges and Methods

◼State-of-The-Art Methods:

➢ Graph Embeddings: Represent the characteristics of graphs in a low

dimensional vector space

➢ Graph Kernels: Compute the similarity between graphs in a high

dimensional Hilbert space, better preserve structure information

➢ Graph Convolutional Networks: Generalize the convolution operation of

CNNs to graphs, provide end-to-end learning framework

◼ Challenges: Graphs are typical non-Euclidean data, thus it is hard to

learn effective numeric features for graphs
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Graph Kernels

◼ Drawbacks of R-convolution Graph Kernels: Ignore the

correspondence information between substructures, thus cannot reflect

precise similarity measures

◼ R-convolution: The widely used framework to define graph kernels,

defined by decomposing graphs into subsructures and then measuring

the isomorphism between them

◼ Alignment or Matching Graph Kernels: Integrate the vertex/edge

correspondence information into the kernel computation, the

correspondence is usually not transitive, thus are not Positive Definite (pd)



Outline

6/11

Background1

Experiments33

Our Methods2



7/11

The Objective of This Work

◼ Develop New Alignment Kernels:

➢ Overcome the Drawback of Ignoring Correspondence Information

➢ Guarantee the Transitivity between Aligned Vertices

➢ Guarantee the Positive Definite

◼ The Ideas:

➢ Construct A Family of Hierarchical Prototype Representations

➢ Align Each Individual Graph Structure to the Same Prototype

Representation Sets of Different Levels

➢ Define the Kernels by Counting the Number of the Hierarchically

Aligned Vertex Pairs
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◼ Initialize The Vectorial Representations of Vertices：Depth-based

(DB) Complexity Traces of Vertices

The Prototype Representations

◼Hierarchical Prototype Representations：Hierarchically employ the

k-means clustering method on the DB complexity traces
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◼The Correspondence Matrix：Record the correspondence information

of each graph Gp to the k-level prototype representations

The Proposed Kernel

◼The Proposed Kernel：Counting the numbers of the transitive aligned

vertex pairs between a pair of graphs Gp and Gq
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Classification Evaluations on Benchmark Datasets

◼The Benchmark Datasets：

◼Comparisons with Graph Kernels：

◼Comparisons with Deep Learning Methods：
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