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Motivation

MFM [1] MVAE [2] MUSE [3]

Multimodal Observations Image Observations 

[1] Tsai, Yao-Hung Hubert, et al.”Learning Factorized Multimodal Representations." ICLR (2019) 
[2] Wu, Mike, and Noah Goodman. "Multimodal generative models for scalable weakly-supervised learning." NeurIPS (2018) 
[3] Vasco, Miguel, et al. "How to Sense the World: Leveraging Hierarchy in Multimodal Perception for Robust Reinforcement Learning Agents." AAMAS (2022)
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Contribution

How to learn multimodal representations for robust 
downstream performance with missing modality information?

• Geometric Multimodal Contrastive (GMC) representation learning framework; 
• Scalable to large number of modalities; 
• Easy to integrate into existing architectures; 
• State-of-the-art performance with missing modalities.



7

GMC: Intuition

z1:2z1 z2

5 5



z1:2z1 z2

5 5

8

GMC: Intuition

Align complete and 
modal i ty-speci f ic 
representation



77

z1:2z1 z2

z1 z2

5 5

z1:2

9

GMC: Intuition

Align complete and 
modal i ty-speci f ic 
representation

Contrast with different 
representations



10

GMC: Method
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Geometrical Multimodal Contrastive (GMC)
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GMC: Method

Base Encoders

 networks that output intermediate 
representations ;
M + 1

{h1:M, h1, …, hM} ∈ ℝd
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GMC: Method

Shared Head

Shared network that outputs latent 
representations ;{z1:M, z1, …, zM} ∈ ℝs
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GMC: Method
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Multimodal contrastive loss to promote 
the geometric alignment of the complete 
and modality-specific representations.

Loss Function
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Evaluation

Unsupervised Learning 
Dataset: MHD [4] 
Modalities: 4 
Downstream: Classification

Supervised Learning 
Dataset: CMU-MOSEI [5] 
Modalities: 3 
Downstream: Classification

Reinforcement Learning 
Dataset: Multimodal Pendulum [6] 
Modalities: 2 
Downstream: Control

[4] Vasco, Miguel, et al. "Leveraging hierarchy in multimodal generative models for effective cross-modality inference." Neural Networks (2022) 
[5] Zadeh, Amir, and Paul Pu. "Multimodal language analysis in the wild: Cmu-mosei dataset and interpretable dynamic fusion graph." ACL (2018) 
[6] Silva, Rui, et al. "Playing Games in the Dark: An Approach for Cross-Modality Transfer in Reinforcement Learning." AAMAS (2020)
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Evaluation: Unsupervised

Downstream Performance: Classification
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Evaluation: Unsupervised

Multimodal Observations Image Observations 

MFM 
(Tsai et al., 2019)

MVAE 
(Wu & Goodman, 2019)

MUSE 
(Vasco et al., 2022)

MMVAE 
(Shi et al., 2022)

Geometric Alignment: UMAP [7]

GMC (Ours)

[7] McInnes, Leland, et al. "UMAP: Uniform Manifold Approximation and Projection." Journal of Open Source Software (2018)
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Evaluation: Unsupervised

Geometric Alignment: DCA [8]

[8] Poklukar, Petra, et al. "Delaunay Component Analysis for Evaluation of Data Representations." ICLR (2022)
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Evaluation: Supervised

Downstream Performance: Classification



19

Evaluation: RL

Downstream Performance: Acting only with sound observations

MUSE 
(Vasco et al., 2022)

MVAE 
(Wu & Goodman, 2018)

GMC 
(Ours)
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