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Motivation

Initial goal: Identify the item having the highest averaged return.

Problem: When the two best items have highly similar averaged return, the
number of samples required to differentiate them is large.

Corrected goal: Identify one item which is ε-close to the best one (ε-BAI).

Challenge: Multiple correct answers.

? How to choose among the set of ε-optimal answers ?
☞ Focus on the ε-optimal answer which is the easiest to verify.
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ε-BAI for Transductive linear Gaussian bandits

Transductive linear Gaussian bandits:
arm a ∈ K, finite subset of Rd,
answer z ∈ Z, finite subset of Rd,
unknown mean parameter, µ ∈ Rd.

At time t, pull at ∈ K and observe Xat
t ∼ N (⟨µ, at⟩, 1).

Goal: Identify one ε-optimal answer with confidence δ, z ∈ Zε(µ).

Objective: Minimize Eµ[τδ] for (ε, δ)-PAC algorithms

Pµ [τδ < +∞, zτδ /∈ Zε(µ)] ≤ δ .

? What is the best one could achieve ? Degenne and Koolen (2019)

☞ For all (ε, δ)-PAC strategy, for all µ, lim infδ→0
Eµ[τδ]

ln(1/δ)
≥ Tε(µ).
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Furthest answer

? How to choose among the set of ε-optimal answers ?
☞ Furthest answer: ε-optimal answer for which its alternative is the
easiest to differentiate from thanks to an optimal allocation over arms.

(zF (µ), wF (µ))
def
= argmax

(z,w)∈Zε(µ)×△K

inf
λ∈¬εz

1

2
∥µ− λ∥2Vw

,

are the maximizers realizing Tε(µ). ¬εz alternative to z, △K simplex,
Vw =

∑
a∈K waaaT design matrix with norm ∥ · ∥Vw .

Greedy answer: z⋆(µ) = argmaxz∈Z⟨µ, z⟩, unique correct answer in BAI.
☞ sample inefficient, 10% higher empirical stopping time for δ = 1%.
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Adapting any BAI algorithm for ε-BAI

? How to stop to obtain an (ε, δ)-PAC strategy ?
☞ calibrated GLR stopping rule for zt ∈ Zε(µt−1)

? Which zt should we recommend to stop as early as possible ?
☞ Instantaneous furthest answer: ε-optimal answer with highest GLR

zF (µt−1, Nt−1) = argmax
z∈Zε(µt−1)

inf
λ∈¬εzt

∥µt−1 − λ∥2VNt−1
,

where Na
t−1 =

∑t−1
s=1 1{as=a} and µt−1 = V −1

Nt−1

∑t−1
s=1 X

as
s as.

? How to modify any BAI algorithms to be (ε, δ)-PAC ?
☞ use GLR stopping with zt ∈ zF (µt−1, Nt−1),
☞ keep the sampling rule unchanged.
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LεBAI (Linear ε-BAI)
Can we achieve asymptotic optimality and be empirically competitive ?
☞ LεBAI, by using the concept of furthest answer in the sampling rule.

Figure: Empirical stopping time of LεBAI compared to modified BAI algorithms.
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Conclusion

1 Don’t choose greedily: aim at identifying the
furthest answer !

2 Simple procedure to adapt your favorite BAI
algorithm to ε-BAI.

3 LεBAI, asymptotically optimal and
empirically competitive.

Paper & Poster
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