
• Neural Architecture Search (NAS) has achieved state-of-the-art results on many domains
• Weight sharing

• Re-use the weights of shared operators from previously trained child models
• Reduce the cost of neural architecture search

• However, rank correlation is low due to the interference among different child models
• The shared operators receive different gradient directions from child models with different architecture



Interference In Weight Sharing and Related Work

• Interference: Gradient interference on shared
operators
• Analyzing Interference

• Notice the interference issue (Berder et al., 2018;
Guo et al., 2020; Lanbe & Zell 2021; Xie et al., 2020)

• Sampling child models cause high variance of the
rank (Zhang et al. 2020a)

• Mitigating Interference
• Shrink search space (Zhang et al., 2020bl Hu et al.,
2020; Xu et al., 2021)

• Remove affine in batchnorm (Ning et al., 2021)

• Little has been discussed about the causes of the interference and how to mitigate it
• This paper focuses on the interference issue of chain-styled search space in sampled

single path one-shot NAS



Analyses
• Interference: Gradient interference

on shared operators
• Analyze the gradient similarity on shared 

operators between different candidate models

• We find
• By aligning the inputs and outputs of the shared operators to be similar to the average inputs and outputs, 

the gradient interference can be reduced
• The interference on a shared operator between two child models is positively correlated to the number of 

different operators between them. 
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Methods
• Approach 1: MitigAtinG InTerferenCe (MAGIC-T) from the 

perspective of Topological environment 
• Gradually change the topological environment for the shared 

operators
• Samples a child model by randomly substituting one operator in 

the child model sampled at the last step with another operator for 
weights updating at each training step

• Approach 2: MitigAtinG InTerferenCe (MAGIC-A) from the perspective of inputs and 
outputs Alignment 
• Pick a top-performing anchor child model from the search space to align other child models
• The anchor model can be replaced when the performance of another child model outperforms it
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