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Joint Value Function

Cooperative Multi-Agent Reinforcement Learning (MARL)
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Fig. 1 Cooperative Multi-Agent System (MAS)
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Fig. 2 Centralized Training with Decentralized Execution (CTDE)
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Centralized Training with Decentralized Execution (CTDE) 
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Joint Value Function

𝝅𝝅𝟏𝟏 𝝅𝝅𝒏𝒏… …

Centralized Training

How?

value-based

policy-based

𝑄𝑄𝑗𝑗𝑗𝑗 → [𝑄𝑄𝑖𝑖]𝑖𝑖=1𝑛𝑛

𝑉𝑉𝑗𝑗𝑗𝑗 → [𝜋𝜋𝑖𝑖]𝑖𝑖=1𝑛𝑛

value function decomposition

implicit credit assignment

∑𝑖𝑖=1𝑛𝑛 ∇𝑙𝑙𝑙𝑙𝑙𝑙𝜋𝜋𝑖𝑖(𝑎𝑎𝑖𝑖|𝑠𝑠)(𝑟𝑟 + 𝛾𝛾𝑉𝑉 𝑠𝑠′ − 𝑉𝑉(𝑠𝑠))

How to assign credit? 



Counterfactual Reward/Q-function
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 Difference rewards:              𝑟𝑟 𝑠𝑠,𝑎𝑎 − 𝐸𝐸𝑎𝑎𝑖𝑖~𝜋𝜋𝑖𝑖[𝑟𝑟 𝑠𝑠,𝑎𝑎𝑖𝑖 ,𝑎𝑎−𝑖𝑖 ]

 Counterfactual baseline:       Q 𝑠𝑠,𝑎𝑎 − 𝐸𝐸𝑎𝑎𝑖𝑖~𝜋𝜋𝑖𝑖[𝑄𝑄 𝑠𝑠,𝑎𝑎𝑖𝑖 ,𝑎𝑎−𝑖𝑖 ]

 Multi-Agent Credit Assignment 

reward function

Q function

• hard to learn joint Q function directly
• highly biased gradient may not work well (e.g. COMA)



Counterfactual Reward/Q-function
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 Potential-based difference rewards

𝑟𝑟𝑖𝑖 𝑠𝑠,𝑎𝑎 = 𝑟𝑟 𝑠𝑠,𝑎𝑎 + 𝛾𝛾𝐸𝐸𝑎𝑎𝑖𝑖′~𝜋𝜋𝑖𝑖[𝑟𝑟 𝑠𝑠′,𝑎𝑎𝑖𝑖′,𝑎𝑎−𝑖𝑖′ ] − 𝐸𝐸𝑎𝑎𝑖𝑖~𝜋𝜋𝑖𝑖[𝑟𝑟 𝑠𝑠,𝑎𝑎𝑖𝑖 ,𝑎𝑎−𝑖𝑖 ]

 Policy Invariance 

�𝑄𝑄𝑖𝑖 𝑠𝑠,𝑎𝑎 = 𝐸𝐸𝜋𝜋 �
𝑡𝑡=0

∞

𝛾𝛾𝑡𝑡 𝑟𝑟𝑡𝑡 + 𝛾𝛾𝜙𝜙𝑖𝑖 𝑠𝑠𝑡𝑡+1,𝑎𝑎𝑡𝑡+1−𝑖𝑖 − 𝜙𝜙𝑖𝑖 𝑠𝑠𝑡𝑡 ,𝑎𝑎𝑡𝑡−𝑖𝑖

= 𝑄𝑄 𝑠𝑠,𝑎𝑎 − 𝜙𝜙𝑖𝑖 𝑠𝑠,𝑎𝑎−𝑖𝑖

𝐸𝐸𝜋𝜋[�
𝑖𝑖

∇𝜃𝜃𝑙𝑙𝑙𝑙𝑙𝑙𝜋𝜋𝑖𝑖(𝑎𝑎𝑖𝑖|𝑠𝑠)𝜙𝜙𝑖𝑖 𝑠𝑠,𝑎𝑎−𝑖𝑖 ] = 0  Unbiased



N-Step Reward Shaping 
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 If the potential-based difference rewards are helpful, can we apply it 

multiple times?
𝑟𝑟𝑖𝑖,𝑡𝑡

(0) = 𝑟𝑟𝑡𝑡

𝑟𝑟𝑖𝑖,𝑡𝑡
(1) = 𝑟𝑟𝑡𝑡 + 𝛾𝛾𝐸𝐸𝑎𝑎𝑖𝑖 𝑟𝑟𝑡𝑡+1 − 𝐸𝐸𝑎𝑎𝑖𝑖 𝑟𝑟𝑡𝑡

𝑟𝑟𝑖𝑖,𝑡𝑡
(2) = 𝑟𝑟𝑖𝑖,𝑡𝑡

(1) + 𝛾𝛾𝐸𝐸𝑎𝑎𝑖𝑖 𝑟𝑟𝑖𝑖,𝑡𝑡+1
(1) − 𝐸𝐸𝑎𝑎𝑖𝑖 𝑟𝑟𝑖𝑖,𝑡𝑡

(1)

= 𝑟𝑟𝑡𝑡 + 𝛾𝛾2𝐸𝐸𝑎𝑎𝑖𝑖 𝑟𝑟𝑡𝑡+2 − 𝐸𝐸𝑎𝑎𝑖𝑖 𝑟𝑟𝑡𝑡

𝑟𝑟𝑖𝑖,𝑡𝑡
(∞) = 𝑟𝑟𝑡𝑡 − 𝐸𝐸𝑎𝑎𝑖𝑖 𝑟𝑟𝑡𝑡

𝐺𝐺𝑖𝑖,𝑡𝑡
(0) = ∑𝑙𝑙=0∞ 𝛾𝛾𝑙𝑙𝑟𝑟𝑡𝑡+𝑙𝑙

𝐺𝐺𝑖𝑖,𝑡𝑡
(1) = ∑𝑙𝑙=0∞ 𝛾𝛾𝑙𝑙𝑟𝑟𝑡𝑡+𝑙𝑙 − 𝐸𝐸𝑎𝑎𝑖𝑖 𝑟𝑟𝑡𝑡

𝐺𝐺𝑖𝑖,𝑡𝑡
(2) = ∑𝑙𝑙=0∞ 𝛾𝛾𝑙𝑙𝑟𝑟𝑡𝑡+𝑙𝑙 − 𝐸𝐸𝑎𝑎𝑖𝑖 𝑟𝑟𝑡𝑡 + 𝛾𝛾𝑟𝑟𝑡𝑡+1

𝐺𝐺𝑖𝑖,𝑡𝑡
(∞) = ∑𝑙𝑙=0∞ 𝛾𝛾𝑙𝑙𝑟𝑟𝑡𝑡+𝑙𝑙 − ∑𝑙𝑙=0∞ 𝛾𝛾𝑙𝑙𝐸𝐸𝑎𝑎𝑖𝑖[𝑟𝑟𝑡𝑡+𝑙𝑙]

…

…

1-step

2-step

∞-step



Bias and Credit Assignment Trade-Off
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 𝑘𝑘-step (𝑘𝑘 ≥ 2) reward shaping bias the policy gradient

𝐺𝐺𝑖𝑖,𝑡𝑡
(0) = ∑𝑙𝑙=0∞ 𝛾𝛾𝑙𝑙𝑟𝑟𝑡𝑡+𝑙𝑙

𝐺𝐺𝑖𝑖,𝑡𝑡
(1) = ∑𝑙𝑙=0∞ 𝛾𝛾𝑙𝑙𝑟𝑟𝑡𝑡+𝑙𝑙 − 𝐸𝐸𝑎𝑎𝑖𝑖 𝑟𝑟𝑡𝑡

𝐺𝐺𝑖𝑖,𝑡𝑡
(∞) = ∑𝑙𝑙=0∞ 𝛾𝛾𝑙𝑙(𝑟𝑟𝑡𝑡+𝑙𝑙 − 𝐸𝐸𝑎𝑎𝑖𝑖[𝑟𝑟𝑡𝑡+𝑙𝑙])

…

 Control the bias and credit assignment by parameter 𝛽𝛽 ∈ [0,1]

(1 − 𝛽𝛽)𝛽𝛽0

(1 − 𝛽𝛽)𝛽𝛽1

…

weighted sum

like TD(𝜆𝜆)

𝐺𝐺𝑖𝑖,𝑡𝑡
(𝛽𝛽) = ∑𝑙𝑙=0∞ 𝛾𝛾𝑙𝑙(𝑟𝑟𝑡𝑡+𝑙𝑙 − 𝛽𝛽𝑙𝑙+1𝐸𝐸𝑎𝑎𝑖𝑖[𝑟𝑟𝑡𝑡+𝑙𝑙])



Difference Advantage Estimator (DAE)
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 Integrate with GAE(𝜆𝜆)

𝐴𝐴𝑖𝑖,𝑡𝑡𝐷𝐷𝐷𝐷𝐷𝐷 = �
𝑙𝑙=0

∞

(𝛾𝛾𝛾𝛾)𝑙𝑙(𝑟𝑟𝑡𝑡+𝑙𝑙 − 𝛽𝛽𝑙𝑙+1𝐸𝐸𝑎𝑎𝑖𝑖[𝑟𝑟𝑡𝑡+𝑙𝑙] + 𝛾𝛾𝑉𝑉𝑡𝑡+𝑙𝑙+1 − 𝑉𝑉𝑡𝑡+𝑙𝑙)

 Bias and credit assignment trade-off



Matrix Game
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 Credit assignment is helpful



Multi-Agent Particle Environment
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Policy bias



StarCraft Multi-Agent Challenge (SMAC)
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 Credit assignment and bias trade-off result in good performance
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