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Limitations of Existing Methods

• Implicit utilization of global semantic with additional supervisions

• Global semantic information is invariant for all nodes/graphs

• Global semantic information cannot be applied in downstream tasks



Our Contributions

• We firstly explicitly characterize the instance-adaptive global-aware feature by 
ego-semantic descriptors

• We propose an omni-granular normalization over all the hierarchies and scales 
of ego-semantic

• Specialized tasks and a cross-iteration omni-granular momentum update are 
both proposed for achieving local-global mutual adaptation in our framework

• Our OEPG substantially outperforms previous in multiple downstream tasks on 
datasets cross scales and domains, and generalizes to quantity- and topology-
imbalance scenarios
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1. Ego-Semantic Descriptor

The First-Order Ego-Semantic Descriptor The Second-Order Ego-Semantic Descriptor
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1. Ego-Semantic Descriptor

typical local graph convolution ego-semantic descriptors can be explicitly integrated into 
the local graph convolutional process



Our Framework —— OEPG

2.  Omni-Granular Normalization

Graph level 

Node level
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3. Specialized Local-Global Pretext Tasks
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4. Cross-Iteration Omni-Granular Momentum Update



Our Framework —— OEPG

4. Full pipeline
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