
Efficient PAC Learning from the 
Crowd with Pairwise Comparisons

Jie Shen
Stevens Institute of Technology

Shiwei Zeng
Stevens Institute of Technology

1



Crowdsourced PAC Learning

2



Crowdsourced PAC Learning

Standard PAC learning [Valiant 84]

2



Crowdsourced PAC Learning

Standard PAC learning [Valiant 84]

• Given samples (𝑥, 𝑦)

2



Crowdsourced PAC Learning

Standard PAC learning [Valiant 84]

• Given samples (𝑥, 𝑦)
• Assume 𝑦 = ℎ(𝑥) for some unknown 

hypothesis ℎ ∈ 𝐻

2



Crowdsourced PAC Learning

Standard PAC learning [Valiant 84]

+
+

+

--
-

𝒘∗

• Given samples (𝑥, 𝑦)
• Assume 𝑦 = ℎ(𝑥) for some unknown 

hypothesis ℎ ∈ 𝐻

2



Crowdsourced PAC Learning

Standard PAC learning [Valiant 84]

+
+

+

--
-

𝒘∗

!𝒘

• Given samples (𝑥, 𝑦)
• Assume 𝑦 = ℎ(𝑥) for some unknown 

hypothesis ℎ ∈ 𝐻

2



Crowdsourced PAC Learning

Standard PAC learning [Valiant 84]

+
+

+

--
-

𝒘∗

• Goal: *𝒘 is Probably Approximately Correct.

!𝒘

• Given samples (𝑥, 𝑦)
• Assume 𝑦 = ℎ(𝑥) for some unknown 

hypothesis ℎ ∈ 𝐻

2



Crowdsourced PAC Learning

Standard PAC learning [Valiant 84] Crowdsourced PAC learning [ABHM17]

+
+

+

--
-

𝒘∗

• Goal: *𝒘 is Probably Approximately Correct.

!𝒘

• Given samples (𝑥, 𝑦)
• Assume 𝑦 = ℎ(𝑥) for some unknown 

hypothesis ℎ ∈ 𝐻

2



Crowdsourced PAC Learning

Standard PAC learning [Valiant 84] Crowdsourced PAC learning [ABHM17]

+
+

+

--
-

𝒘∗

• Goal: *𝒘 is Probably Approximately Correct.

!𝒘

• Given samples (𝑥, 𝑦) • 𝑦 is not given
• Assume 𝑦 = ℎ(𝑥) for some unknown 

hypothesis ℎ ∈ 𝐻

2



Crowdsourced PAC Learning

Standard PAC learning [Valiant 84] Crowdsourced PAC learning [ABHM17]

+
+

+

--
-

𝒘∗

• Goal: *𝒘 is Probably Approximately Correct.

!𝒘

• Given samples (𝑥, 𝑦) • 𝑦 is not given
• Assume 𝑦 = ℎ(𝑥) for some unknown 

hypothesis ℎ ∈ 𝐻
• But can collect {𝑦!, … , 𝑦"} from crowd

2



Crowdsourced PAC Learning

Standard PAC learning [Valiant 84] Crowdsourced PAC learning [ABHM17]

𝑆
𝑥

+
+

+

--
-

𝒘∗

• Goal: *𝒘 is Probably Approximately Correct.

!𝒘

• Given samples (𝑥, 𝑦) • 𝑦 is not given
• Assume 𝑦 = ℎ(𝑥) for some unknown 

hypothesis ℎ ∈ 𝐻
• But can collect {𝑦!, … , 𝑦"} from crowd

2



Crowdsourced PAC Learning

Standard PAC learning [Valiant 84] Crowdsourced PAC learning [ABHM17]

𝑆
𝑥 :  𝑦

+
+

+

--
-

𝒘∗

• Goal: *𝒘 is Probably Approximately Correct.

!𝒘

• Given samples (𝑥, 𝑦) • 𝑦 is not given
• Assume 𝑦 = ℎ(𝑥) for some unknown 

hypothesis ℎ ∈ 𝐻
• But can collect {𝑦!, … , 𝑦"} from crowd

2



Crowdsourced PAC Learning

Standard PAC learning [Valiant 84] Crowdsourced PAC learning [ABHM17]

𝑆
𝑥 :  𝑦

:  {𝑦!, … , 𝑦"}

!𝑦

+
+

+

--
-

𝒘∗

• Goal: *𝒘 is Probably Approximately Correct.

!𝒘

• Given samples (𝑥, 𝑦) • 𝑦 is not given
• Assume 𝑦 = ℎ(𝑥) for some unknown 

hypothesis ℎ ∈ 𝐻
• But can collect {𝑦!, … , 𝑦"} from crowd

2



Motivation

3



Motivation

𝑆
𝑥 :  {𝑦!, … , 𝑦"} !𝑦

3



Motivation

• Label-and-train: 𝑘 = log𝑚 for each 𝑥.

𝑆
𝑥 :  {𝑦!, … , 𝑦"} !𝑦

3



Motivation

• Label-and-train: 𝑘 = log𝑚 for each 𝑥.

𝑆
𝑥 :  {𝑦!, … , 𝑦"} !𝑦

• Can we achieve 𝒌 = 𝑶(𝟏) ? 

3



Motivation

• Label-and-train: 𝑘 = log𝑚 for each 𝑥.

𝑆
𝑥 :  {𝑦!, … , 𝑦"} !𝑦

→ Query-efficient.• Can we achieve 𝒌 = 𝑶(𝟏) ? 

3



Motivation

4



Motivation

• Recommendation system:

4



Motivation

• Recommendation system:

4



Motivation

• Recommendation system:

Prefer which one?

4



Motivation

• Recommendation system:

Prefer which one?

• Covid-19 diagnosis:

4



Motivation

• Recommendation system:

Prefer which one?

• Covid-19 diagnosis:

4



Motivation

• Recommendation system:

Prefer which one?

• Covid-19 diagnosis:

Which one is healthier?

4



Motivation

• Recommendation system:

Prefer which one?

• Pairwise comparisons: 𝑓 𝑥 >? 𝑓 𝑥+

• Covid-19 diagnosis:

Which one is healthier?

4



Our results

5



Our results

• PAC guarantees: w.p. 1-𝜹, error ≤ 𝝐.

5



Our results

• PAC guarantees: w.p. 1-𝜹, error ≤ 𝝐.
• No distributional assumptions.

5



Our results

• PAC guarantees: w.p. 1-𝜹, error ≤ 𝝐.
• No distributional assumptions.
• Query and label-efficient.

5



Our results

• PAC guarantees: w.p. 1-𝜹, error ≤ 𝝐.
• No distributional assumptions.
• Query and label-efficient.

• #Labels = 5𝑂(log ,-./01 ), #pairwise comparisons = 5𝑂(,-(./0)
!/!###

1 ).

5



Our results

• PAC guarantees: w.p. 1-𝜹, error ≤ 𝝐.

#Label per instance:  

𝚲𝑳 =
𝝐
𝒅
9𝑶(𝐥𝐨𝐠

𝒅
𝝐
)

• No distributional assumptions.
• Query and label-efficient.

• #Labels = 5𝑂(log ,-./01 ), #pairwise comparisons = 5𝑂(,-(./0)
!/!###

1 ).

5



Our results

• PAC guarantees: w.p. 1-𝜹, error ≤ 𝝐.

#Label per instance:  

𝚲𝑳 =
𝝐
𝒅
9𝑶(𝐥𝐨𝐠

𝒅
𝝐
)

#Comparison per instance: 

𝚲𝑪 = 9𝑶( 𝝐 𝐥𝐨𝐠𝟐
𝒅
𝝐
+ 𝟏)

• No distributional assumptions.
• Query and label-efficient.

• #Labels = 5𝑂(log ,-./01 ), #pairwise comparisons = 5𝑂(,-(./0)
!/!###

1 ).

5



Our results

• PAC guarantees: w.p. 1-𝜹, error ≤ 𝝐.

#Label per instance:  

𝚲𝑳 =
𝝐
𝒅
9𝑶(𝐥𝐨𝐠

𝒅
𝝐
)

#Comparison per instance: 

𝚲𝑪 = 9𝑶( 𝝐 𝐥𝐨𝐠𝟐
𝒅
𝝐
+ 𝟏)

• No distributional assumptions.
• Query and label-efficient.

• #Labels = 5𝑂(log ,-./01 ), #pairwise comparisons = 5𝑂(,-(./0)
!/!###

1 ).

• When 𝜖 → 0, 𝛬7 = 𝑜(1), 𝛬8 = 𝑂(1).
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