
MemSR: Training Memory-efficient 
Lightweight Model for Image Super-Resolution
Kailu Wu, Chung-Kuei Lee, and Kaisheng Ma

International Conference on Machine Learning (ICML)

Spotlight Presentation

10 July 2022



Memory Problem

FSRCNN

Plain-M(ours)

Plain-X(ours)

SRCNN

IDN

EDSR VDSR

IMDN
CARN

DRRN

HAN

RFDN

LatticeNet SwinIR-S

31

31.2

31.4

31.6

31.8

32

32.2

32.4

32.6

32.8

0 1000 2000 3000 4000 5000

B
1

0
0

 P
S
N

R
 (

d
B

)

Memory Footprint(MB)20ms 100ms 500ms

The maximum memory footprint and the 
average inference time for upscaling 2 × on 

LR image of size 960 × 540

• Typical resolution on smart 

phone camera: 96𝑀𝑃



Memory Problem

FSRCNN

Plain-M(ours)

Plain-X(ours)

SRCNN

IDN

EDSR VDSR

IMDN
CARN

DRRN

HAN

RFDN

LatticeNet SwinIR-S

31

31.2

31.4

31.6

31.8

32

32.2

32.4

32.6

32.8

0 1000 2000 3000 4000 5000

B
1

0
0

 P
S
N

R
 (

d
B

)

Memory Footprint(MB)20ms 100ms 500ms

The maximum memory footprint and the 
average inference time for upscaling 2 × on 

LR image of size 960 × 540

• Typical resolution on smart 

phone camera: 96𝑀𝑃
• The memory limitation for 

super-resolution algorithms 
becomes non-negligible on 
edge devices.
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Solution?

• Plain model?

• How to train a strong plain model in super-resolution?
• Direct Training 25.30dB
• Knowledge Distillation  25.67dB (+0.37dB) 
• RepVGG 24.52dB (-0.78dB)
• RepVGG-bn-free 25.35dB (+0.05dB)
• Our Initialization + Direct Training 25.97dB (+0.67dB)
• + Knowledge Distillation 25.99dB (+0.69dB)
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model into an equivalent large-size plain 
model.
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Use large-size plain model to compute 
an initialization of the small-size plain 
model.
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Transforms a trained multi-branch teacher model into an equivalent large-size plain model.
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Results

• Training Curve • Similarity

converges faster and achieves 
higher accuracy

knowledge is successfully 
transferred to the student 



Thank you!


