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Centroid Approximation for 
Bootstrap

Improving Particle Quality at Inference



Problem
• Bootstrap is a non-parametric and general method to inference model’s data 

uncertainty.


• Obtain a sample/parameter from bootstrap distribution by 1. randomly perturb 
the data weight and 2. estimate the parameter.


• 


• But requires a lot of i.i.d. samples to approximate the bootstrap uncertainty 
distribution.


• Hard to be applied to deep learning: to0 costly at inference time.



Solution
• Actively optimize Bootstrap particle instead of random sample.

• Minimizing Wasserstein distance between the true and particle distribution?


• Intractable!



Solution
• Minimizing Wasserstein distance between the true and particle distribution.


• Intractable!


Approximate Wasserstein distance with a tractable loss!


                             

Asymptotically efficient approximation with                   rate.             O(log n/n3/2)



Experiment
• Improving confidence interval estimation.

• Improving bootstrap method for contextual bandit.



Experiment
• Improving Bootstrap DQN.



Thanks!


