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 Dual Learning

Motivation

 Many NLP/CV/Multimodal tasks appear in dual forms.

• The primal and dual tasks have the same exact input and 
output but in reverse.

 Dual learning scheme

• Modeling the duality between the task pair, by minimizing the 
gap between joint distributions of the two tasks respectively.



 Existing Problem

Motivation

 Current dual learning fails to explicitly model the 

structural correspondence between two coupled tasks. 

 Structure features are important to many learning tasks:

• neural machine translation

• paraphrase generation

• conditioned text generation

• …



 Our proposal

 Matching Structure for Dual Learning

Based on the vanilla, dual learning framework, we perform structural 

alignment unsupvervisedly between the primal and dual tasks, bridging 

them with structure connections. 

Method

 Core idea:



 Dually-Syntactic Structure Matching for Text ↔ Text Dual Learning

• Symmetrically syntactic structure matching for dual learning

Method

• Task learning of two coupled tasks

• Dual learning backbone



 Dually-Syntactic Structure Matching for Text ↔ Text Dual Learning

• Symmetrically syntactic structure matching for dual learning

Method

• Dually-syntactic RoI alignment



 Dually-Syntactic Structure Matching for Text ↔ Text Dual Learning

• Symmetrically syntactic structure matching for dual learning

Method

• Structural Cross-Reconstruction



 Exp-I: Text↔Text Applications

Method

1) Comparing M2 to M1 and M4 to M3:

 the integration of syntactic structure 
results in better performances, either 
for the singleton or dual learning

2) Comparing M3 to M1:

 the dual learning technique improves 
the task performances consistently

3) Comparing M4 to ONLYSYN:

 high efficacy of the structural matching proposal

4) Comparing M4-SALN vs. M4-SYREC:

 the RoI alignment mechanism plays the 
predominant influences than the syntactic 
structure reconstruction mechanism

5) Comparing M4(CL) vs. M4(RANK):

 the contrastive learning can bring better 
effectiveness than the ranking loss method



• Unsymmetrically syntactic structure matching for dual learning

Method

• Task learning of two coupled tasks

• Dual learning backbone

 Syntactic-Semantic Structure Matching for text ↔ non-text Dual Learning



• Unsymmetrically syntactic structure matching for dual learning

Method

• Syntactic-semantic RoI alignment

 Syntactic-Semantic Structure Matching for text ↔ non-text Dual Learning



 Syntactic-Semantic Structure Matching for text ↔ non-text Dual Learning

Method

• Structural Cross-Reconstruction• Unsymmetrically syntactic structure matching for dual learning



 Exp-II: Text↔Non-Text Applications

Method

 Similar trends with that in the Exp-I:  the success of our proposed method can be inherited to the dual learning scenarios more than purely texts.



Analysis

 Four pivotal questions



 Evaluating correctness of unsupervised structure matching

 Structure matching helps correctly retrieve and emphasize 
the key RoIs that are crucial to the task improvements.

Analysis



 Evaluating correctness of unsupervised structure matching

 Our method strengthens the duality between two dual tasks by correctly aligning the RoIs.

Analysis



 Evaluating Generated Text

Analysis

 Our method strengthens the duality between two dual tasks by correctly aligning the RoIs.



 Exploring Extendibility

Analysis

 Non-text↔non-text dual learning can also benefit from structure matching.



Analysis

 Insights into Key Influencers

 The dual tasks with richer structural information for the alignments will lead to better improvements.



Thanks.
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