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Self-Supervised Learning on Graphs

• SSL of GNNs is emerging as a promising way of leveraging 
unlabeled data.

• SSL taxonomies: contrastive v.s. predictive.

• Contrastive methods: current SOTA are mostly contrastive, 
depend on large sample size, hard to handle large-scale graphs.

• Predictive methods: memory-efficient, not enough theoretical 
guidance or justifications.



3Department of Computer Science and Engineering

Latent Graphs

• We consider the concept latent data, where any observed graph 
G = (A, X)  is generated from a corresponding latent data that 
determine its semantic.

• WLOG, we specifically consider latent data                             in 
graph-structure with the same connectivity and satisfying two 
assumptions (non-structural and unbiased noise).

• Theorems can be generalized with other distances when 
considering latent data in different forms.
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Latent Graph Prediction

• We adopt the prediction/reconstruction of the latent graph to 
derive our predictive SSL task.

• We derive a self-supervised upper bound for the above objective 
to eliminate the need of unknown F
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LaGraph Objectives

Node-level representation learning Graph-level representation learning
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The LaGraph Framework

Please refer to Section 3 in our paper for further discussions and theoretically analysis on the 
relationship and differences between LaGraph and other theoretically sound methods, including 
Denoising Autoencoders, the Bottleneck Principle, contrastive methods, and BGRL …
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Results: Node-level Tasks

Top: Performance on 
transductive and inductive 
node-level datasets.

Right: Model robustness when 
trained on subset of nodes.
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Results: Graph-level Tasks

Top: Performance on graph-level 
classification tasks, scores are averaged 
over 5 run. 

Right: Model robustness to small batch 
sizes on RDT-B and COLLAB.
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Thank you!

Code available under the DIG library: https://github.com/divelab/DIG/

Email: ethanycx@tamu.edu


