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Background

Federated Learning:
• Federated learning (FL) [1] is a popular paradigm for collaboratively training a share model with 

privacy protection. It allows clients only exchange parameter/gradient updates with the server, and 

data is always stored locally. 

Challenges:
• The typical FL algorithm such as FedAvg [1] faces the following challenges: privacy, model 

performance, robustness to adversarial attacks, fairness, communication cost, etc.

[1] McMahan, Brendan, et al. "Communication-efficient learning of deep 
networks from decentralized data." AISTATS, 2017.

Uplink communication cost is influenced by:

 Thousands of devices collaboratively train one GB-level model, uplink transmission can reach TB-level;

 Expensive and unreliable wireless connections between edge devices and the server;

 Large-scale deep networks often have lots of redundant parameters;

 For internet connection, uploading speed is often slower than downloading speed, so compressing client-

to-server (uplink) transmission traffic will yield greater benefits. 



Motivation
Existing Methods:

• Delay communication: increasing local iterations;

• Model sparsification: replacing full-precision parameters with sparse representations;

• Model quantization: representing parameters with fewer bits;

• Parameter encoding: encoding parameters into sketches or other more compact forms;

• Client sampling: sampling partial important clients to join in FL.

Either of them have no theoretical convergence guarantee or have limited compression ratios.

Our Insights:
• Inspired by client sampling  and model sparsification, we 

propose a novel FL framework QSFL to optimize FL uplink 

communication at two levels:

 Client-level: Qualification Judgment (QJ) algorithm 

samples high-qualification clients to upload models;

 Model-level: Sparse Cyclic Sliding Segment (SCSS) 

algorithm further compresses transmitted models.



Methodology
Overview of QSFL framework:

 Client-level: Qualification Judgment (QJ) algorithm samples high-qualification clients to upload models;

 Model-level: Sparse Cyclic Sliding Segment (SCSS) algorithm further compresses transmitted models.



Methodology |Qualification Judgement (QJ)

Client-level: Qualification Judgement (QJ) Algorithm

• Computing Contribution. We measure each client's contribution through normalized lo𝑠𝑠𝑠𝑠𝑘𝑘/𝑛𝑛𝑘𝑘. The 

larger mean loss makes the training process gain more by gradient descent optimizer. FL training aims to 

reduce the mean loss of all clients, so choosing clients with larger loss can speed up convergence.

• Computing Relevance. We compute the relevance between the received global model and trained local 

models by (number of parameters with the same signs on the same coordinates) / (total number of model 

parameters). Higher relevance indicates the local model's gradient direction tends more to the global 

model. Hence, sampling high-relevance clients can ensure convergence.



Methodology |Sparse Cyclic Sliding Segment (SCSS)

Model-level: Sparse Cyclic Sliding Segment (SCSS) Algorithm

• Cyclic Sliding Segment. Clients evenly divide local models into NS segments, each client only upload 

one segment in one round. The id of the uploaded segment is controlled by (client_id + round) % NS, i.e.,  

achieving cyclic sliding segment.

• Sparse Trick. We further apply top-p(%) sparsification as a trick to compress each segment.

• Server Aggregation. The server first decodes received sparse segments, then averages segments with the 

same seg_id, finally splices NS averaged segments to reassemble the updated global model.



Experiments

• QSFL achieves the highest compression ratio (889.76×) and also has a similar mAP with Distributed SGD.

• QSFL achieves the highest mAP (86.63%) while also maintaining the highest compression ratio (157.79×).



Conclusions

• QSFL optimizes FL uplink communication overhead from two levels: a) client-

level, rejecting redundant clients uploading model updates, and b) model-level, 

compressing uploaded models to unique segments.

• Theoretical proof and extensive experiments verify that QSFL can effectively 

reduce uplink communication costs with marginal model accuracy degradation.
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Thanks for your listening!
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