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Motivation

BERT (Devlin et al., 2019) GPT (Radford et al., 2018)

• Can a transformer-based architecture be effective for generative pre-
training of visual scenes for video generation and understanding?
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Our Approach

• Tokenize an image into its consitutent object representations and 
use these representations as input to the transformer



Our Approach

• Predict the entire image at once by generating all the objects in an image 
simultaneously given their previous states
• Align objects between frames based on object location, leveraging SPACE 

(Lin et al., 2020) an unsupervised object representation model that outputs 
explicit bounding box information



Object-Centric Video Transformer



Experiments - Datasets

• Bouncing balls

• CATER



Experiments – Bouncing Ball

Ground Truth Generation



Experiments - CATER



Conclusion

• OCVT is able to generate future frames of videos with complex 
long-term dependencies
• Learned representations are useful for downstream tasks

• Please refer to our paper for more details


