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Vision-and-Language Tasks

Image CaptioningVisual Question Answering

Visual Grounding Multimodal Machine Translation (En-Kr)
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banana mustache

banana mustache
A woman with 
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Model Model
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Background Method Experiments

Task-specific Architecture / Objective

V&L Transformer

Region scoring
head

VQA
head

[CLS] What is the man jumping over? [CLS] fire hydrant

Top-K answer scores
Sigmoid

Multi-label
Classification

Softmax

“fire hydrant”
Classification

V&L Transformer

Visual Question Answering Visual Grounding

3



Background Method Experiments

Task-specific Architecture / Objective
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V&L Transformer

Region scoring
head

VQA
head

[CLS] What is the man jumping over? [CLS] fire hydrant

Top-K answer scores
Sigmoid

Multi-label
Classification

Softmax

“fire hydrant”
Classification

V&L Transformer

Visual Question Answering Visual Grounding

Can we tackle all V&L tasks
with single objective?



V&L Tasks as Text Generation

Background Method Experiments

Autoregressive
Text Decoder

Bidirectional
Multi-modal Encoder

Task Prefix

visual grounding : fire hydrant <s> <vis_3>

<vis_3> </s>

Visual embedding

Weights are initialized from off-the-shelf Seq2Seq LMs (e.g., T5)
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V&L Tasks as Text Generation

Background Method Experiments

Autoregressive
Text Decoder

Bidirectional
Multi-modal Encoder

Task Prefix

visual grounding : fire hydrant <s> <vis_3>

<vis_3> </s>

Visual embedding

Multi-modal
Conditional Language Modeling

Weights are initialized from off-the-shelf Seq2Seq LMs (e.g., T5)
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V&L Tasks as Text Generation

Background Method Experiments

V&L Transformer

VQA head

[CLS] What is the man jumping over?

Top-K answer scores

Multi-label
Classification

“fire hydrant”

Region scoring head

[CLS] fire hydrant

Classification

V&L Transformer

V&L Transformer

vqa: What is the man jumping over?

“fire hydrant”

visual grounding: fire hydrant

V&L Transformer

Multi-modal
Conditional Language Modeling

Visual Question Answering Visual Grounding

“<vis_3>”

Previous
models

Ours
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V&L Tasks as Text Generation

Background Method Experiments

V&L Transformer

NLVR2 head

text

0 or 1

Decoder

A man is jumping over a fire hydrant

Generation

V&L Transformer

V&L Transformer

nlvr: [text]

“true” or “false”

Translate English to German:
A man is jumping over a fire hydrant

V&L Transformer

Multi-modal
Conditional Language Modeling

NLVR2 Multimodal Machine Translation (En-De)

Ein Mann springt über einen Hydranten

Previous
models

Ours
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Image 1 regions Image 2 regions

Image 1 regions Image 2 regions

V&L Transformer

… …

… …

text

Binary
Classification

Ein Mann springt über
einen Hydranten



Comparable to Baselines on Downstream Tasks

Background Method Experiments

Our models
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Comparable to Baselines on Downstream Tasks

Background Method Experiments

Closest baseline

Our models
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Better Generalization on Rare Answers
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Better Generalization on Rare Answers

Background Method Experiments

Generative > Discriminative
on same backbone
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Better Generalization on Rare Answers

Background Method Experiments

Generative approaches
better generalize on rare answers
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Multi-task Learning with Single Set of Parameters

Background Method Experiments

Similar performance with fewer parameters
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Thanks!

Code: https://github.com/j-min/VL-T5
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