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Game theory setup:
Basic Setup:
- Two-player zero-sum Games

- Actions :

- Policy : 

- Reward :

- Q-function :

- Value Function :

Nash Equilibrium:

Related Methods to do model free 
Learning in Games
NFSP:
- Theoretically Founded on 

Fictitious Play,
- Rely on a best response 

subroutine,
- Need to get an average 

policy. PSRO:
- Theoretically Founded on 

Double Oracle methods,
- Rely on a best response 

subroutine,
- Iteration will be as slow as 

the best response 
computation and the 
metagame building.

LOLA:
- Theoretically Founded on 

Extragradient methods,
- The High variance slows 

down the convergence.

DeepCFR/DREAM/ARMAC:
- Theoretically Founded on 

CFR,
- Need to get an average 

policy.

Learning with Regularization
Follow The Regularized Leader:

In zero-sum two-player games, the following quantity 
is preserved and the learning trajectory is recurrent:

Adding a policy dependent term:

This policy depend term transforms a recurrent 
learning dynamic to a convergent one:

No regularization (0.0) Small regularization (0.05) Absurd regularization (10.0)

 Increasing speed of convergence

 Increasing bias to the solution

Regularization centered 
around [⅓, ⅓, ⅓ ].

Solution : [0.38, 0.48, 0.12]

Regularization centered 
around [0.38, 0.48, 0.12].

Solution : [0.29,  0.62,  0.07]

Regularization centered 
around [0.29,  0.62,  0.07].

Solution : [0.19, 0.72,  0.07]

Convergence in Sequential Imperfect 
Information Games (Kuhn Tabular):

Convergence in Sequential Imperfect 
Information Games (Leduc with Neural 
Network and a NeuRD loss):

NashConv on a benchmark of small games.

Conclusion:
- Our reward transform is a very simple modification of existing 

methods (NeuRD),

- Our method is very competitive in Imperfect information Games 

compared to other methods,

- The analysis covers a large class of general sum games.


