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General-purpose pre-training

NLP, Computer Vision: general-purpose training objectives
Pre-training on large datasets

BERT (Devlin et al. 2018) GPT-3 (Brown et al. 2020)ImageNet (Deng et al. 2009)

Are there general-purpose training objectives in Robotics?
How can we pre-train on large robotic datasets?



General-purpose training in Robotics

● Requires generating possibly 
high-dimensional states
(e.g. robot camera images)

● Requires additional steps to extract policy
(e.g. model-predictive control, 
 additional policy optimization etc.)
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● Probability of reaching a state in the future

● Functional understanding of the world

● Directly actionable representation

Policy through

Classic view: train a world model

Alternative: train a goal-conditioned Q-function



Actionable Models: Unsupervised Offline Learning

● Reach all possible goal states / goal images 
in a dataset

● Unsupervised objective for Robotics:
- Zero-shot generalization for goal images
- Downstream task fine-tuning



Actionable Models: Hindsight Relabeling
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Actionable Models: Artificial Negatives

● Offline hindsight relabeling: 
only positive examples → need negatives

● Sample contrastive artificial 
negative actions: 

g

● Conservative strategy:
minimize Q-values of unseen actions



Actionable Models: Goal Chaining
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Actionable Models: Goal Chaining

● Recondition on random goals to enable 
chaining goals across episodes

gR



Actionable Models: Goal Chaining

gR

● Recondition on random goals to enable 
chaining goals across episodes

● If pathway to a goal exists:
dynamic programming will propagate reward 

gR

● No pathway to the goal:
conservative strategy will minimize Q-values



Actionable Models: Real world visual goal reaching
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Actionable Models: Real world visual goal reaching

https://docs.google.com/file/d/1NQ9uCvhKRBcXjdOD_IKKCu-iLvb4TlNm/preview


Actionable Models: Downstream tasks
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Actionable Models: Downstream tasks

Real-world fine-tuning with a small amount of data

Simulated ablations



Thank you!
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