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Motivation
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In real world multi-agent systems, agents with different capabilities may join or leave. So 
the optimal team strategy can vary according to the dynamic team composition.

red team

11 players  v.s. 11 players 10 players  v.s. 11 players

more defensive

Problem: how to coordinate multi-agent systems that have dynamic team composition?
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Notation
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We model the cooperative multi-agent tasks using the Decentralized Partially Observable 
Markov Decision Process (Dec-POMDP) with entities [1] and extend the representation 
to include characteristics for each agents (e.g. abilities).

[1] de Witt et al., 2019. Multi-agent common knowledge reinforcement learning.
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Notation
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A Dec-POMDP with entities and characteristics can be described as a tuple:

where

: the set of all entities (agents/other landmarks)

: state space (                                            )

: the set of all agents (                  )

: characteristics space of the entity (                 )

: scenario space (                                            )                                        

: observability function (                                        )                                      

: scenario distribution (                   )                                        

: the discount factor                           

: joint action space (                                             )

: observation space (                                                        )

: the transition dynamics (                             )

: the reward function (                             )
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Dec-POMDP Objective
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The learning of objective of a Dec-POMDP is to maximize the cumulative return:

Under the partial observability assumption, the history of observation-action pairs is 
often encoded with a compact vector representation in place of the state. Let
represent the team’s action-value function given a history
Then normally we minimize the following Bellman error  

Here,     is a replay buffer that stores previously generated off-policy data.       is the 
target network parameterized by a delayed copy of     for stability.                                                                                                                 
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Related work
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● Centralized training with decentralized execution (CTDE). CTDE assumes agents 
execute independently but uses the global information for training [2,3,4,5]. Unlike 
prior methods, we study how to incorporate global information for teams with 
dynamic compositions.

● Prior works in transfer and curriculum learning transfer policies of small teams for 
larger teams [6,7,8,9,10]. While these works mainly focus on homogeneous agents, 
we focus on heterogeneous agents (e.g. agents with different characteristics) and 
dynamic teams.

● Ad hoc teamwork. Standard ad hoc teamwork research focuses on the single ad 
hoc agent and assumes no control over the teammates [11, 12]. Recent works study 
how to coordinate based on pre-specified communication protocols [13,14]. We 
study how to coordinate the entire team with learnable strategies.
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Global Information
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As the team composition is subject to change, it is important for the team to be aware of 
any scenario (e.g. composition) changes as soon as they happen.

Example: consider a single state (bandit) problem where the reward is defined as

In other words, the team is punished if more than 1 agent performs the task and if only 1 
agent performs the task, the reward is proportional to its characteristics      . Clearly, if 
the team composition (e.g. the scenario   ) is changing, the optimal strategy requires 
knowing the global information.
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Coach-Player Multi-agent RL (COPA)
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Knowing that global information can be necessary for dynamic team composition, we 
propose the COach-PlAyer multi-agent reinforcement learning method (COPA).

Specifically, COPA consists of
● a coach that has omniscient view of the world, and distributes strategies to players 

occasionally.
● players (a.k.a agents) who have partial views of the world and coordinate with each 

other based on the received strategies from the coach.
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Coach-Player Multi-agent RL (COPA)
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Therefore, in training, we sample different scenarios and train the coach and players to 
cooperatively perform the task. During testing, the team might encounter unseen team 
composition and the hope is that COPA can generalize in a zero-shot fashion.
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Coach-Player Multi-agent RL (COPA)
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Coach:

- Compute strategies every     steps (for example, at            ):

Players:

- Condition on the most recent strategy and the local history, performs an action:

Time
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Coach-Player Multi-agent RL (COPA)
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The RL objective therefore becomes:

where                                                     , and     denotes the parameters of the 
target network for the coach's strategy predictor    .
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COPA (model)
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To deal with an unknown number of heterogeneous agents, we adopt the multi-head 
attention model from a previous multi-agent RL work REFIL [15]. On top of that, we add 
a coach module that receives the full view of the world and broadcasts strategies. The 
team action-value function          is mixed by a mixing network using individual       .
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COPA (regularization)
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Inspired by recent works [16,17] that apply variational inference to regularize the 
learning of a latent space in reinforcement learning, we propose a variational objective 
to ensure that the received strategy of an agent is identifiable from its future behavior.
Denote                                                                                                   , then we maximize the
mutual information

We further adopt the Gaussian factorization for the variational variable      as in [3]:



COPA (Bo Liu)

COPA (communication frequency)

14

So far, we assumed the coach broadcasts the strategies periodically. In practice, this may 
incur communication costs. So we design a simple method to adaptively control the 
communication frequency: the coach decides whether or not to broadcast a new 
strategy to an agent based on the       distance between the new and old strategies.

Remark: Note that the threshold    is chosen after the model is trained. By adjusting    , 
one can easily achieve different communication frequencies.
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Experiment (resource collection)
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In resource collection, a team of 2-4 agents needs to collect as much resource as 
possible and bring them home. There are three types of resources (r, g and b) spread out 
the world that can respawn once being collected. For each agent, its characteristics is
                          , where the first three indicate how efficiently an agent collects the three 
resources and      is the speed of the agent.  
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Experiment (resource collection)

16

We compare against baseline methods that do not have any global information (e.g. 
A-QMIX and REFIL [15]), which are essentially COPA without the coach. We also compare 
against their variants that periodically receive the full view of the environment (A-QMIX 
(periodic)) or keep receiving the full view (A-QMIX (full)).
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Experiment (resource collection)
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We also evaluates COPA’s zero-shot generalization to environments having 5, 6 or a 
varying number of agents, with different levels of communication frequency.
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Experiment (rescue game & SMAC)
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We also conduct experiments on a rescue game and the starcraft micromanagement 
challenge (SMAC). COPA consistently outperforms baseline methods.

Rescue Game SMAC
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