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Goal: Learning directed (cyclic) networks

time series 

Nodelman, U., Shelton, C. R., & Koller, D. (2002). Continuous Time Bayesian Networks. UAI 

Causal models with cycles:
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Problem: Generating data is expensive

time series 



Solution: Speed up using active learning through   
interventions

e.g. gene knock-out experiments in biology

time series 
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Our contributions

1. First active learning scheme for continuous-time 
Bayesian networks (CTBNs)

2. Studying the effect of interventions on CTBNs
3. Introduce a variational criterion for active learning 

suitable for high-dimensional problems
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Active learning in high-dimensions

Bayesian Optimal Experimental Design (BOED)
Integrate over all possible experimental outcomes for all possible 
models (Expected Information Gain)

Box, G. E. P., & Hill, W. J. (1967). Discrimination Among Mechanistic Models. Technometrics, 9(1), 57–71. 



Active learning in high-dimensions

Bayesian Optimal Experimental Design (BOED)
Integrate over all possible experimental outcomes for all possible 
models (Expected Information Gain)

Variational Box-Hill criterion (VBHC)
Variational extension of Box-Hill criterion for model discrimination

Box, G. E. P., & Hill, W. J. (1967). Discrimination Among Mechanistic Models. Technometrics, 9(1), 57–71. 



Variational Box-Hill criterion (VBHC)

● Synthetic scenario (4 variables)
● time-scale separation

(fast and slow)
● Color code is probability of 

intervention
● VBHC (and BHC) exploit 

time-scale separation (sample 
estimate of EIG does not)



Variational Box-Hill criterion (VBHC)

● Synthetic scenario (4 variables)
● time-scale separation

(fast and slow)
● Mean-Squared-Error for 

       parameter estimate
● VBHC can improve on BHC



For more details (also on CTBNs and interventions) 
=>Check out our poster & paper


