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Goal: Recover structure
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We show

Successful Disentanglement on Visually Complex Images

3DIdent Dataset:
• High resolution
• Hallmarks of natural environments (shadows, lighting conditions, 3D object)



Outlook

Theory provides insights in constructing more 
effective contrastive losses
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Summary

Prove that contrastive learning (InfoNCE) inverts 
specified data generating processes

Works on complex visual data and is robust to 
mismatches
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