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Background. Few-shot classification problem

• Few-shot image classification problem

• A small labeled support set (S) and unlabeled query set (Q)

• Goal: classify query samples by few examples in the support set.

+ Transductive setting

• Allow to utilize all the unlabeled query samples together to make an inference.

Q. Can we leverage (deep) unsupervised learning for few-shot classification?

Few-shot classification Task

Support Set Query Set

Cat

Dog

?



Method – 1. Feature reconstruction

• We study how unsupervised learning can contribute to few-shot classification.

• Unsupervised learning: Feature reconstruction

• We specifically focus on “embedding adaptation”

: is a reconstruction module (4-layer fully connected NN)
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1. The figure shows an interesting 
behavior that the accuracies with new 
embeddings initially increase then 
decrease.

2. The peak accuracy of B1 exceeds the 
baseline accuracy of the original 
embedding.



Method – 2. LID based early stopping

• Cause of the behavior?

• Can be explained with the property of DNN training[1]

“DNNs learn to generalize before memorizing”

=> Early retained generalizable features are more likely to be task-relevant in 

classification.

• Local Intrinsic Dimensionality (LID) based early stopping

• Based on our hypothesis and prior works[2], we propose to use LID as the early 

stopping criteria of our method.

: is the hidden representation of the second-to-last layer of 

: distance between and its i-th nearest neighbor

[1]Arpit, D., Jastrzebski, S., Ballas, N., Krueger, D., Bengio, E., Kanwal, M. S., Maharaj, T., Fischer, A., Courville, A. C., Bengio, Y., and Lacoste-
Julien, S. A closer look at memorization in deep networks. In ICML, 2017.
[2]Ma, X., Wang, Y., Houle, M. E., Zhou, S., Erfani, S. M., Xia, S., Wijewickrema, S. N. R., and Bailey, J. Dimensionality-driven learning with noisy 
labels. In ICML, 2018.



Method – 2. LID based early stopping

• Local Intrinsic Dimensionality (LID) based early stopping

• Based on our hypothesis and prior works, we propose to use LID as the early 

stopping criteria of our method.

: is the hidden representation of the second-to-last layer of 

: distance between and its i-th nearest neighbor

• We experimented the relationship 
between the LID and accuracy during 
reconstruction training.

• We find that LID can be used to find 
the early stopping time of the best 
possible new embeddings.
• Early stop when LID started to raise.



Method. ESFR

• We propose Early-Stage Feature Reconstruction (ESFR) method that finds task-

adapted embeddings.

• Use the observed behavior that “Early retained features are more generalizable.”

• Consists of (1) Feature reconstruction training + (2) LID based early stopping

1

2

Dropout perturbation
: based on our hypothesis

Embedding ensemble
: to reduce the variance by random initialization

To make our method solid: 1 2

ESFR is used as a plug and play module



Experiment. Improvement by ESFR

• ESFR consistently improves baseline few-shot classification methods in all settings

• Methods (Linear, NN, BD-CSPN†), various datasets (mini-/tiered-ImageNet, and CUB), 

backbones (ResNet18/WidResNet/Conv), settings (1- and 5-shot)

• ESFR can offer a complementary improvement to semi-supervised approaches.

ESFR-Semi:

Add additional 

support classification 

loss during 

reconstruction 

training.

†BD-CSPN, Liu, J., Song, L., and Qin, Y. Prototype rectification for few-shot learning. In ECCV, 2020.



Experiment. Comparison to prior works

• State-of-the-art performance on all mini-/tiered-ImageNet and CUB datasets.

• For 1-shot, 1.2%~2.0% improvements in accuracy over the previous best performing.



Summary

• In this work.

• We propose unsupervised embedding adaptation method: ESFR.

• Experiments show that our method consistently improves the baseline methods

and achieves the new state-of-the-art.

• We show that deep unsupervised learning can offer complementary and 

comparable improvement to previous few-shot classification methods.

• We hope that our work will become a starting point for future 

unsupervised learning studies on few-shot classification.
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