
Learning Task Informed Abstractions
Xiang Fu*, Ge Yang*, Pulkit Agrawal, Tommi Jaakkola

xiangfu.co/tia

http://xiangfu.co/tia


The success of model-based agents in visual domains
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The success of model-based agents in visual domains
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Model-based agents suffer from complex visual distractors
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Model-based agents suffer from complex visual distractors
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Model capacity is consumed by the non-informative visual distractions

Encode Decode

World Model

Model Size

Ep
is

od
e 

R
et

ur
n



PolicyWorld Model

Part I: model learning
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Part I: model learning
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Task Model: Focus on task-relevant information

Distractor Model: Biased towards capture distractors



Part II: policy learning
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Task Model

Only use latent rollouts of the task model for policy learning



Learned representation of task-informed abstractions
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Performance in complex visual domains: DMC



Performance in complex visual domains: DMC



Performance in complex visual domains: Atari



Performance in complex visual domains: Atari
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